“In God we trust, all others must bring data.”
— W. Edwards Deming

WHAT'S IN STORE?
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Irrespective of the size of the enterprise (big or small), data continues to be a precious and irreplaceable asset.
Data is present internal to the enterprise and also exists outside the four walls and firewalls of the enterprise..
Data is present in homogeneous sources as well as in heterogeneous sources. The need of the hour is to

understand, manage, process, and take the data for analysis to draw valuable insights.

Data — Information « 3
Information — Insights '

This chapter is a “must read” for first-time learners interested in understanding the role of da
intelligence and business analysis and businesses at large. This chaprer will ineroduce you the
‘mats of digital data (structured, scmi-struc{gpftd, and ug_s;tu;tuzed data), the sources of each forr
with the terminology of unstructured data, etc. | e




date is the data which does not conform to a data model or is not in
il by a computer program. About 80-90% data of an organization is
nemos, chat rooms, PowerPoint presentations, images, videos, letters, res
| data: This is the data which does not conform to a data model but has
i
b languages like HTML, etc. Metadara for this data is available but is not suffic
"data: This is the data which is in an organized form (e.g., in rows and colum
ily used by a computer program. Relationships exist between entities of data, such as ¢
sbjects. Data stored in databases is an example of structured data.

most of the enterprise data has been stored in relational databases complete w
umns/attributes/fields, primary keys, foreign keys, etc. Over a period of time Re
ement System (RDBMS) matured and the RDBMS, as they are available tg
more robust, cost-effective, and efficient. We have grown comfortable working with RDB
etrieval, and management of data has been immensely simplified. The data held in RD
structured data. However, with the Internet connecting the world, dara that existed beyo
- eneerprise started to become an integral part of daily transactions. This data grew by leaps and bo
~ muchso that it became difficult for the enterprises to

B L ignore it. All of chis data was
- itwas unstructured. In fact, Gartner estimates that al
s unstructured d: rou

. ’iﬁl_‘l Structured Data

. 4 htushegm with a very basic question — When do we sa
- When daca conforms to a pre-defined schema/structure

y that the dara is structured? The sim
we say it is structured daca.
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Hgnre 1.2 Approx\mate pmentage tﬁstrihutieen ofdiﬁi

: data, and think data model — a model of the types of busi e
nd access. Let us discuss this in the context of an RDBMS. MOST-ﬂf‘Bg i
n RDBMS conforms to the relational data model wherein the data is st

nmbc: of rows/records/tuples in a relation is called the cardinality @" a mhmn
is referred to as the degree of a relation. '
step is the design of a relation/table, the fields/columns to store the data, th
number (integer or real), alphabets, date, Boolean, etc.]. Next we think of th
m& ‘our data to confo_{{n to (constraints such as UNIQUE values in the column,
1n, a Eusmgs? constraint such as the value held in the colunm s.hcm.ld not dmp

&p!a.in@;her, let us design a table/relation structure to store rhc details of the tmployacs
srise. Table 1.2 shows the structure/schema of an “Employee” table in 2a RDBMS such as Oracle.
Table 1.2 isan example of a good structured rable (complete with table name, meaningful wlum

with data types, data length, and the relevant constraints) with absolute adherence to relational dara

Table 1.1 A relation/table with rows and columns

Column 2 Column 3




out saying thar each record in the table will |
; e RDBMS can also be related. For example, the above “Employee” tabl
- . basis of the common column, “DeptNo”. It is not mandatory fo
lated to have exact y' the same name for the common column. On l:hecontmry, _.
the basis of values held within the column, “DeptNo”. Given i Fi 1_3_.,5 a depictior
| integrity constraint (primary — foreign key) with the “Department “table being the referenc
£ e” table being the referencing rable. ——

1.1.1.1 Sources of Structured Data 5
If your data is highly structured, one can look at leveraging any of the available RDBMS [Oracle Cor

~ Orade, IBM - DB2, Microsoft — Microsoft SQL Server, EMC — Greenplum, Teradata — Teradata, MySQL
open source), PostgreSQL (advanced open source), etc.] to house it. Refer Figure 1.4. These databases
ically used to hold transaction/operational data generated and collected by day-to-day business acti
er words, the data'of the On-Line Transaction Processing (OLTP) systems are generally quite structu

Department

¥ DeptNo
DeptName
Employee DeptlLocation
EmpNo DeptEmpStrength
EmpDesignation =
DeptNo - - el
EmpContactNo i

Figure 1.3 Relationship between “Employee” and “Department” tables.

Database such as
| 2, Teradata.



‘An index is a dam structute nha;"spccds up the data - eva
T DML statement) at the cost of additional writes and storage space,
rch operation are worth the additional writes and storage space.

ilnyz The storage and processing E:apahlhm:s of the mdmanal R:B“BMS

ZW mpaqry, processmg capacity of the processor, etc.).
‘Transaction pmcessmg' RDBMS has support for Atomicity, Consistency;, Tsolation, and Dt
e - (ACID) properties of transaction. Given next is a quick explanation of the ACID properties: r\lﬁ
-'I.‘:_ﬂl . Aunncuy : A transaction is atomic, means that either it happens in its entirety or none of it

;% "« Gonsistency: The database moves from one consistent state to another consistent state. In other
i thc same piece of information is stored at two or more places, they are in complete
5" o [solation: The resource allocation to the transaction happens such that the tmnsacqpn ¢
impression that it is the only transaction happening in isolation. 3

ﬁ "« Durability: All changes made to the database during a transaction are permanent and :fm
for the durability of the transaction.
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3.1 2 Semi-Structured Data o a0
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data is also referred to as self-describing structure. Refer Figure 1.6 It has the fo

r'lﬂm It does not conform to the dara models that one typically associates with rel;ﬁenal.,da;ﬁh"____'_ orar

--1 | other form of data tables.
rﬁz- It uses tags to segregate semantic elements.

Input/Update/Delete

Securnly

structured data
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- 3. Tags are also used to enforce hierarchies of records and fields within data.

4. There is no separation between the data and the schema, The amount of structure t
the purpose at hand.

5. In semi-structured data, entities belonging to the same class and also grouped 0g ther ne
essarily have the same set of attributes. And if at all, they have the same set of attribut
attributes may not be similar and for all practical purposes it is not important as well.

1.1.2.1 Sources of Semi-Structured Data

Amongst the sources for semi-structured data, the fronr runners are “XML” and “_I-SO-:
Figure 1.7. '

1. XML: eXtensible Markup Language (XML) is hugely popularized by web services develo;
the Simple Object Access Protocol (SOAP) principles. 5

2. JSON: Java Script Object Notation (JSON) is used to transmit data between a server and
cation. JSON is popularized by web services developed utilizing the Representational Stat
(REST) — an architecture style for creating scalable web services. MongoDB (open-source, di
NoSQL, documented-oriented database) and Couchbase (originally known as Membase,
distributed, NoSQL, document-oriented database) store data natively in JSON format, -

An example of HTML is as follows:

<HTML>

<HEAD>

<TITLE>Place your title here</TITLE>
</HEAD>

<BODY BGCOLOR="FFFFFE">

XML (eXtensible Markup




Bo&k’I’itle- “Fundamentals of Business Analytics”,
~ AuthorName: “Seema Acharya”,

.i'ubhshcr “Wiley India”,

YearofPublication: “2011”

}

1.1.3 Unstructured Data

Unstructured data does not conform to any pre-defined data model. In fact, to explain things
let us take a closer look at the various kinds of text available and the possible structure ass :
can be seen from the examples quoted in Table 1.4, the structure is quite unpredictable. I

look at the other sources of unstructured data.

1.1.3.1 lIssues with “Unstructured” Data
Hﬂlﬂﬁgb unstructured data is known NOT to conform to a pre-defined data model or
pre-defined manner, there are incidents wherein the structure of the data (placed in the
gory) can still be implied. As mentioned in Figure 1.9, there could be few other reasons b
in ﬂlt unstructured category despite it having some structure or being highly structured.

There are situations where people argue that a text file should be in the category of
W-ﬂﬂt unstructured data. Let us look at where they are coming from. Well, the text

Table 1.4 Few examples of d:sparate unstructured dataa
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istructured data

Body of Email
Text messages
Chats

Social media data

R e

Word document

Figure 1.8 Sources of unstructured data.
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Data with some structure may still be labeled unstruc
if the structure doesn't help with processing task a

Issues with terminology
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Data may have some structure or may even be highly
structured in ways that are unanticipated or unannounc

Figure 1.9 Issues with terminology of unstructured data.

one can easily look ar the properties to get information such as the owner of the file, the date on
ﬁ!ewas created, the size of the file, etc. Okay, we do have little metadata. But when it comes t
ﬂmmm‘c concerned with the content of the text file rather than the name or any of the o
fact, the other Properties may not in any wa

= . y contribute to the processing/analysis task :
it s fair to place it in the unstructured data category, ' 3
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Natural Langu
Dealing with unstructured data
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Figure 1.11 Dealing with unstructured data,

The following techniques are used to find patterns in or interpret unstructured datas

Lﬁﬂammmg- First, we deal with large data sets. Second, we use methods at the intersectio ’, :
ficial intelligence, machine learning, statistics, and database systems to unearth consistent pattern:
]ﬁrge data sets and/or systemaric relationships between variables. It is the analysis step tﬂf i )
edge discovery in databases” process.

FW popular data mmmg algorithms are as follows:
 Association rule mining: It is also called “market basket analysis” or “affinity analysls ;
‘determine “What goes with what?” It is about when you buy a product, what is the ot

_ that you are likely to purchase with it. For example, if you pick up bread from the gro
likcly to pick egegs or cheese to go with it.

duih 7 mﬂ analysis: It helps to predict the relationship between two variables. |
value needs to be predicted is called the dependent variable and the variables w
predict the value are referred to as the independent variables.

PiICTURE THis...



her User 4 will prefer to learn using videos o is
of his or her known preferences. We analyze the prefe:
, predict that User 4 will also like to learn using vid

Compared to the structured data stored in relational da
‘and difficult to deal with algorithmically. Text mining is the

ity and meaningful information (through devising of patterns and trends
pattern learning) from text. It includes tasks such as text categorization, text ¢
concept/entity extraction, etc,
ag processing (NLP): It is related to the area of human computer interac
g computers to understand human or natural language input.

It is the process of extracting structured or semi-structured inform

d data such as chats, blogs, wikis, emails, message-boards, text messages,
data usually comprises one or more of the following: Spelling mistakes, abbr
non-standard words, missing punctuation, missing letter case, filler words such as
agging with metadata: This is abour tagging manually
€ semantics to understand unstructured data,
ech tagging: It is also called POS or POST of grammatical tagging. It is ¢
xt and :aggmg each word in the sentence as belonging to a particular part | of sp

. ntormation Management Architecture (UIMA): I is an open source

d for real-time content analytics. It is about processing text and othe 1
and relevant relationship buried therein, Read up more on Ul
veloperworks/data/downloads/uima/ |




