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Department of Computer Science & Engineering

National Institute of Technology, Srinagar
Course Strudure
Master of Technology (M.Tech.) in Computer Science & Engineering

Semester: I
S No. Subject Code L T P | Credits | Remarks
1 Next Generation Networks CST501 3 00 3
2 Next Generation Networks Lab | CSP502 0 0 2 1
3 System Architecte CST503 3 00 3
4 Electivei | CSTXXX 3 00 3
5 Electivei I CSTXXX 3 00 3
6 Electivei llI CSTXXX 3 00 3
Total 16
Semester; ¥
S No. Subject Code L T P | Credits | Remarks
1 | Advanced Algorithms CST 550 3 00 3
2 Real Time Operating Systems | CST 551 3 00 3
3 Seminar CSS 552 0 0 2 1
4 Practical Training CSI 553 - 1
5 Electivei IV CSTXXX 3 00 3
6 Electivei V CSTXXX 3 00 3
7 Electivei VI CSTXXX 3 00 3
Total 17
Semester: §
S No. Subject Code L T P |Credits | Remarks
1 | Advanced Automata an CST 604 3 0O 3
Theory of Computation
2 Research Methodology CST 605 3 0 O 3
3 Project Dissertation | CSP 606 O 0 6 3
4 Electivei VII CSTXXX 3 00 3
5 Electivei VIII CSTXXX 3 00 3
Total 15
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Semester: 4

S No. Subject Code L T P |Credits | Remarks
1 Project Dissertation Il CSP654 | 0O 0 24 12
Total 12

9 Total Number of Electives: 8

1 For a particular stream, at least 4 electives should be chosen from that
group offered.

9 The courses of M.Tech will be offered for PrdPhD as well, with
Research Methodology (CST 605) and Seminar (CSS 552) as
compulsory courses.

S. No.| Subject | Code
COMMON CO URSES
1. Simulation & Modelling CST801
2. Discrete Mathematics CST802
3. | Advanced Graph Theory CST803
4. Green Computing CST804
5. Parallel & Distributed Algorithms CST805
6. Internet of Things CST806
7. Computer Vision CST807
8. | Advanced Computer Graphics CST8M3
9. Optimization Techniques CST809
10. | Advanced Numerical Methods CST810
11. | Image Processing and Pattern
Recognition CST811
12. | Multimedia and Virtual Reality CST812
13. | Natural Language Processing CST813
14. | Advanced Neural Networks CST814
15. | Advanced Database Sgms
CST815
16. | Database Implementations CST816
17. | Expert Systems CST817
18. | Quantum Computing CST818
SYSTEM AND HARDWARE
19. | Digital Signal Processing CST819
20. | Reconfigurable Computing CST820
21. | Embedded Systems CST821
22. | System on Chip (SoC) CST822
23. | Fault Tokrant Computing CST823
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24. | Architecture of High Performance

Computers CST824
25. | System Level Design & Modelling CST825
26. | Embedded Systems Design Lab CSL826
27. | Real Time Systems CST827
28. | VLSI Digital Signal Processing Core | CST828
29. | Special Topics in Hardwai®ystems CST829

NETWORK AND SECURITY
30. | Pervasive Computing CST830
31. | High Speed Networks CST831
32. | Cyber Law and Forensics CST832
33. | Network Management CST833
34. | Network Programming CST834
35. | Network and System Security CST835
36. | Distributed and Parallel Compng CST836
37. | Advanced Cryptography CST837
38. | Advances in Wireless Communication | CST838
39. | Multimedia Communication CST838
40. | Mobile Computing CST840
41. | Special Topics in Networks CST841
DATA SCIENCE
42. | Introduction to Data Science CST842
43. | Big Data CST843
44. | Data Mining CST844
45. | Deep Learning CST845
46. | Systems for Data Analytics CST846
47. | Artificial Intelligence and Fuzzy Logic | CST847
48. | Machine Learning CST848
49. | Data Visualization CST849
50. | Ethics for Data Science CST850
51. | Data Warehousing CST851
52. | Information Retieval CST852
53. | Advanced Topics in Data Processing | CST853
SOFTWARE AND PROGRAMMING

54. | Software Project Management CST854
55. | Advanced Java & Android Programmin CST855
56. | Unix and Shell Programming CST856
57. | Advanced Programming in Java CST857
58. | Logic Programrnng CST858
59. | Special Topics in Programming CST859
60. | Special Topics in Software Engineering CST860
61. | Advanced Internet Technologies CST861
62. | Advanced Compilation Techniques CST862
63. | Special Topics in Theoretical Compute

Science CST863
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Next Generation Networks | Semester M.Tech £'Sem

Department | Computer Science & Course Code CST501
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. A working knowledge of emerging network technologies, how they are used, wl
2.

3.

their advantages or disadvantages are, and what their future offers.

A comfortable understanding of applicable terminology, which is critical to a

successful learning experen

An appreciation that appropriate network performance is always the result of
deliberate, continuing management and reengineering efforts nevetienergesign

initiative.

Learning Outcomes

On completion of this course, students should be able to:

COL1.

CO2.

COa.

COA4.

behind it.
telephony can be provisioned over an IP network
be able to explain the relative merits of each type.

switching and the protocols available to enable such networks.

Understand and explain the drivers of service conversion and explain the
Understand the concept of Voice over IP (VoIP) and explain how full fea
Understand the portfolio of broadbaadcess mechanisms in a fixed network

Understand the principles of connectomentated and connectionless pac

Course Outline /Content

Unit

Topics

Week

1.

Convergence and Integration:What is convergence and why is it Nnc
possible, Service convergence, Network integration, The service
model, Drivers for network integration & Service convergence.

Next Generation Networks NGN): Principles and definition of an NGN
The NGN architecture, Outline of technology choices, Network
implementation issues with NGN, Numbering & Addressing

Broadband Access:Review of broadband access systémglative merits
of the various sstems and their enabling role in NGNdext Generation
Core Network: The role of the core netwarlEnabling Control and Re
configurability.

Packet Switching: ATM, IP,MPLS, Ethernet, IP Multi -Media
System(IMS): Principles of control for IP networks, @cept of IMS,The
architectural principles and the key components, Service aspects

VoIP and SIP: VolIP principles, How telephony is provided over an
network, The various VoIP scenarios, The principles of SII®mparison

of SIP with other signaligp systems (e,g. SS7), SIP encapsulation in ISU
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5. | Mobile IP & Mobile Systems: The concept of mobile IP, Mobile |

application and limitationsBrief review of the principles of mobil| 2
networks, Relationship of mobile developments to NGN
Text Books

1. VALDAR, A R: oOoUnderstanding Tel econm
Telecommunications Series 52, 2006.

2. | Next Generation Networks Services, Technologies and Strategies, Neill Wilkin
Wiley.

References

1. | Carugi, M.; Hirschman, B.; Narita, A.; , 'toduction to the ITUT NGN focus
group release 1:target environment, services, and capabilities,”" Communig

Magazine, |IEEE , vol.43, no.10,pp. -42 48, Oct. 2005 doi
10.1109/MCOM.2005.1522123.
2. | ChaeSub Lee; Knight, D.; , "Realization of the nedneration network,

Communications Magazine, IEEE0l.43, no.10, pp. 341, Oct. 2005
doi:10.1109/MCOM.2005.1522122.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | System Architecture Semester M.Tech £'Sem

Department | Computer Science & Course Code | CST503
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to

1. Discover recat trends in the field of Computer Architecture and identify performg
related parameters

2. Explain pipelining, threadlevel parallelism and Memory hierarchy design

Course Outcomes

After completion of this course, students will be able to
CO1. Implement Piplining concepts, Identify the limitations of ILP
CO2. Demonstrate an ability to apply theory and techniques to unseen problems.
COa3. Interpret the threadevel parallelism concepts.
CO4. Explain concepts of vector process super computers and Cray X1

Course Outline / Caontent

Unit Topics Week

1. | DatalLevel Parallelism in vector, SIMD, and GPU Architectur 2
Introduction, Vector Architecture, SIMD Instructions Set Extensions
Multimedia, Graphics Processing Units, Detecting and Enhancing-L
level Parallelism, Crossding Issues, Putting it All Together: Mobi
versus Server GPUs and Tesla versus Core i7, Fallacies and F
Concluding Remarks, Historical Perspective and References Case
and Exercises by Jason D. Bakos.

2. | ThreadLevel Parallelism: Introduatn, Centralized Sharedemory 3
Architectures, Performance of Symmetric Shavkzinory
Multiprocessors, Distributed Shardiemory and DirectorBased
Coherence, Synchronization: The Basics, Models of Mer
Consistency: An Introduction, Crosscutting Issuesyttifg it All
Together: Multicore Processors and Their Performance, Fallacies
Pitfalls, Concluding Remarks, Historical Perspective and References
Studies and Exercises by Amr Zaky and David A. Wood

3. | Warehousescale Computers to Exploit Requésivel and Datd_evel 3
Parallelism: Introduction, Programming Models and Workloads
Warehouse&scale Computers, Computer Architecture of Wareh@csde
Computers, Physical Infrastructure and Costs of WarehSoake
Computers, Cloud Computing: the Retumf Utility Computing,
Crosscutting Issues, Putting it All Together: A Google WarehQcsde
Computer, Fallacies and Pitfalls, Concluding Remarks, Histo
Perspective and References Case Studies and Exercises by Parthg
Ranganathan.

4. | Vector Pr@essors in More Depth : Why Vector Processors?, Basic V| 3
Architecture, Two ReaWorld Issues: Vector Length and Stric
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Enhancing Vector Performance, Effectiveness of Compiler Vectorize
Putting it All Together: Performance of Vector Processor$/aalern
Vector Supercomputer: The Cray X1 Fallacies and Pitfalls, Conclu
Remarks, Historical Perspective and References Exercises

5. | Hardware and Software for VLIW and EPIC: Introduction: Exploit
InstructionLevel Parallelism Statically, Detectinghéh Enhancing Loop
Level Parallelism, Scheduling and Structuring Code for Paralle
Hardware Support for Exposing Parallelism: Predicated Instruct
Hardware Support for Compiler Speculation, The IntebBAArchitecture

and Itanium Processor, Concing Remarks.

Text Books

1. |Hennessey and Patterson: AComputer

Edition, Elsevier, 2013.

2. |A. Tannenbaum, AStructured Comput e

References

1. | Kai Hwang: Advanced Computer Aritecture- Parallelism, Scalability,
Programmability, 2nd Edition, Tata McGraw Hill, 2013

2. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Algorithms Semester M. Tech 29 Sem
Department | Computer Science & Course Code | CST 550
Engineering
Credits 03 L T P
Course Type | Theory 3 0 0
Course Objectives

1. To analyze the asymptotic performance of algorithms.

2. To develop an mderstanding of various algorithmic techniques which inclu
searching, sorting, greedy algorithms, and dynamic programming and approxi
algorithms.

3. To develop an understanding of various geometric algorithms and L
Programming.

4. To develop an uterstanding of Probabilistic based algorithras, approach t(

estimate theomputational complexitgf analgorithmor a computational problem.

Course Outcomes

Upon completion of this course ,the students will be able to:

CO1l.
CO2.

Cos.

COA4.

problems and evaluate their solutions
search trees, merge able heaps and graphs.

matching, and databases etc.

Enhance their expertise in algorithmic analysis and algorithm design techniqt
Analyze, design, apply and use dataiciures and algorithms to solve engineer

Understand and apply amortized analysis on data structures, including

Have an idea of applications of algorithms in aietgrof areas including strin

Course Outline / Content

Unit

Topics

Week

1.

Analysis of Algorithms: Elementary Data Structures and Comple
Analysis, Overview of Basic Data Structures: Arrays, Linked List, St
Queues. mplementation of Sparse Matrices, Algorithm Complex
Average, Best and worst case analysis, asymptotic notations, S
Recurrence Relations and use in algorithm analysis

Search Structures: Binary search trees, AVL tree3 trees, 23-4 trees
Redblack trees, Brees.

Graph Algorithms: Representation of Graphs, Traversals, Ssogiece
shortest path Algorithms, Apairs shortest path algorithms, Sub graf
Disjoint Graphs, Connected Components, Articulation Points, Spat
tree, Minimum $anning Trees Algorithms, Topological sort

Approximation Algorithms: Introduction, Absolute approximatio
Epsilon approximation, Polynomial time Approximation schen
probabilistically good algorithms.

String Matching Algorithms: Introduicn, The BruteForce Algorithm,
RabinKarp Algorithm, String Matching with Finite automata, Knu
MarriesPratt Algorithm.

Heap Structures: Mimax heaps, Deaps, Leftist heaps, Binomial he

Fibonacci heaps, Skew heaps Multimedia Structuresm&egtrees, {d
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| trees, Point Quad trees, MQuad trees, Rrees | 3

Text Books
1. | Ki shore S. Trivedi, AProbability &
Science Applicationso PHI
2. |Cor men, Leiserson, Rivest, #AAlgorit
References
1.  Horowitz, Sahni, AFundamentals of C

2. | S. Baase, S and A. Van Gelder, "Computer Algorithms: Introduction to Desig
Analysis”, 3rd edition. Addison Wesley,2000.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Real Time Operating System | Semester M. Tech 29 Sem

Department | Computer Science & Course Code | CST 551
Engineering

Credits 3 L T [5)

Course Type Theory 3 0 0

Course Objectives

1. Syllabus deals with issues in real time operating systems, importance of deadlis

concept of task scheduling.

2. Student will be able to understand and design real time operating systems wh

backbone of mbedded industry.

Course Outcomes

This course has the following program learning outcomes:

CO1.
CO2.

COa.

COA4.

Student will be able to explain and give examples of real time operating syst
Student will be able to solve scheduling problems and can apply them in re;

applications in industry.

Student can also design an RTOS and will be able to interpret the feasibili

task set to accomplish or not.

Analyse the situation of fault occurrence and will be able to apply solu

accordingly.

Course Outline / Contant

Unit

Topics

Week

Introduction to Real time systems: Issues in real time computin
Structure of real time system, Need for RTOS Task classes, Perfor
measures for real time system: Properties, traditional perforn
measures, perform ability, sb functions and hard deadlines, &
Estimating program run times. Introduction LINUX/ UNIX OS.

2

Embedded software and Task Schedulingexamples of embedded

system, their characteristics and their typical hardware components,
embedded software architacts, Scheduling algorithms: round robin,
round robin with interrupts, function queue scheduling, real time operg
system selection, CPU scheduling algorithms: Rate monotonic, EDF,
Priority Scheduling, Priority Ceiling and Priority inheritance,aRéme
operating system: Tasks and task states, shared data and reef
semaphores and shared data, use of semaphores, Protecting shared

Features of Real Time Operating SystemMessages, queues, mailbox
pipes, timer function, events, memananagement, Interrupt basic syst
design using an RT (OS design principles, interrupt routines, task stru
and priority.)

Current research in RTOS. Case Studies: Vx Works and Mictbh OS

Real Time Databases:Real time v/s general purpose dasds, mair
memory databases, transaction priorities, transaction aborts, concu
control issues: pessimistic concurrency control and optimistic concur
control, Disk scheduling algorithms.

Fault Tolerance Techniques: Causes of failure, Fault pgs, Fault

NITSRI/M. Tech/Computer Science and Engineering/2023
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detection, Fault and error containment .Redundancy: hardware redun
software redundancy, Time redundancy, information redundancy,
diversity, Integrated failure handling.

Text Books

1. An Embedded Software Prime r, David E. Simon BeaEducation Asia
Publication ISBN13: 9780201615609.

2. | Real Time Systems, C.M. Krishna and Kang G. Shin, TMH Publication ISBN
13:9780070701151

References

1. | Realtime Operating Systems: Book IThe Theory (The engineering of reahe
embedded bydJdins Coelings ) 0

2. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Automata and Theor| Semester M.Tech 3" sem
of Computation.
Department | Computer Science & Course Code | CST 604
Engineering
Credits 3 L T P
Course Type | Theory 3 0 0
Course Objectives
1. To give an overview of the theoretical foundations of computer science froi
perspective of formal languages
2. To illustrate fnite state machines to solve problems in computing
3. To explain the hierarchy of problems arising in the computer sciences.
4. To familiarize Regular grammars, context frees gramma

Course Outcomes

CO1. To use basic concepts of formal languages of finite auto@etaiques
CO2.To Design Finite Automatabs for
COa3. To Construct context free grammar for various languages

CO4. To solve various problems of applying normal form techniques, push

automata and Turing Machines

di

Course Outline / Content

Unit

Topics

Week

1.

Finite State Automata K| eene6s T h eNenode nifheordvh
Pumping Theorem, Closure and decidability properties of regular langy
Markov models and hidden Markov models, Proof that natural languag
not regular

2

Push down Automata and Context Free Grammar Right linear and lef|
linear grammars and regular languages, Equivalence of Pushdown Aui
and Context Free Grammars, Nonequivalence of deterministic
nondeterministic pushdown automata, Closure auiddbility properties o
context free | anguages, Pumping
natural languages and programming languages

Turing Machines Decidable and semidecidable languages, Turing mac
as computers of funicns, Equivalent formulations of Turing machines, 1
ChurchTuring Thesis, The Universal Turing machine, Unsolvability of
Halting Problem for Turing machines, Other unsolvable problém
reductions to the Halting Problem, Closure properties of thelalde and
semi decidable languages, Unrestricted gramniargeneration of sen
decidable languages

P and NP NP-completeness and the Cebkvin Theorem ,Reduction i

complexity proofs, Other Nleomplete problems

Text Books

Automata, Computabilityand Complexity, by Elaine Rich, Pears@rentice
2008.

Hall,

Michael Sipser. Introduction to the Theory of Computation, Second Edition, Ce

Learning, India

NITSRI/M. Tech/Computer Science and Engineering/2023
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Reference Books

=@

Green Law, Hoover, @AFunda me inPriaciplesand f
practiceo, Morgan & Kauffman Publ i s

2. | Daniel I.LA. Cohen, "Introduction to Automata Theory Languages and
Computationso, Pearson Education

As

3. | Latest Relevant Research Papers
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Depatment of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Research Methodology Semester M-Tech 3 Sem
Department | Computer Science & Engineerin{ Course Code | CST 605

Credits 03 L T P
Course Type | Theory 3 0 0

Course Objectives

1. Understand research terminology.

2. Be aware of the ethical principles of research, ethical challenges and approval

processes.

3. Describe quantitative, qualitative and mixed methods approaches to research.

4. ldentify the components of a literatueview process.
5. Critically analyze published research.

Course Outcomes

By the end of the module, the student will be able to:

COL1.

CO2.

COa.

COA4.

Apply a range of quantitative and / or qualitative research techniques to by

and management problems / issues.

Understandand apply research approaches, techniques and strategies

appropriate manner for managerial decision making.

Demonstrate knowledge and understanding of data analysis and interprete

relation to the research process.

Develop necessary criticghinking skills in order to evaluate different resea

approaches utilised in the service industries.

Course Outline / Content

Unit

Topics

Week

Introduction: Definition and objectives of Research, Various Step
Research process. Types of reseafdscriptivevs Analytical, Applied
vs. Fundamental, Quantitativers. Qualitative, and Conceptua¥s.
Empirical.

Research Formulation: Defining and formulating the research proble
Selecting the problem, Necessity of defining the problem, Irapoe of
literature review in defining a problem.

Literature review: Primary and secondary sources, reviews, tre
monographs, patents, web as a source, searching the web. (
literature review: Identifying gap areas from literature revi
Develgpment of working hypothesis.

Research design and method$kesearch design, Basic Principles, N
of research design, Features of good design, Observation and Fact
and Theories, Prediction and explanation, Induction, Dedud
Developmentof Models. Developing a research planExploration,
Description, Diagnosis and Experimentation. Determining experim
and sample designs.

Data Collection and analysis:Execution of the research, Observat
and Collection of data. Methods oftdacollection: Sampling Method
Data Processing and Analysis strategies, Data Analysis with Stat

Packages, Hypothesiasting, Generalization and Interpretation.

NITSRI/M. Tech/Computer Science and Engineering/2023
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5. | Reporting and thesis writing: Structure and components of scient
reports, Types of report, Technical reports and thesis, Significa
Different steps in the preparation: Layout, structure and Langua( 3
typical reports, lllustrations and tables, Bibliography, referencing
footnotes.

Text Books

1. | Kothari, C.R., 1990Research Methodology: Methods and Techniques

2. | B.L.Garg,R.Karadia, F.Agarwahn introduction to Research MethodolQdyBSA
Publishers.

References

1. | Donald H.McBurney, Research Methods, 5th Edition, Thomson Learning

2. | Donald R. Cooper, Pamela S.h8dler, Business Research Methods, 8/e, ’
McGraw-Hill Co.Ltd., 2006.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Simulation &Modelling Semester M.Tech

Department | Computer Science & Course Code | CST801
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. This course will expose students to the fundamental ideas of system modelli
computer simulation.

2. The technique and methodology of using simulation to solve problems and
decisions are highlighted.

3. Students will be encouraged to apply modelling principles to aneddl problem.

4. Students will be exposed to different simulators like MATLAB to expla range o
programming and modelling concepts while acquiring those skills.

Course Outcomes

This course has the following Course outcomes:
CO1. Describe, investigate and analyse complex engineering systems and asg
issues (using systems thinking anddelling techniques)
CO2. Comprehend and apply advanced theommged understanding of engineer
fundamentals to predict the effect of engineering activities
CO3. Develop creative and innovative solutions to engineering challenges.
CO4. Apply model simulation technaodfy for problem solving in business and industr

Course Outline / Content

Unit Topics Week

1. | Introduction to Simulation, Concept of system, model 1
simulation, Components of discrete event simulation Advant]
and disadvantages of simulation

2. | Statstical models in simulation, Probability distributi 1
functions, Estimation of statistical parameters
3. | Characteristic of a queueing system, Simulation of single s 3

gueueing system, Generation of Random number and Ra
number Variates , Testing cdndom numbers

4. | Input modeling: Estimation of parameters, Fit tests 3
distributions, Output data analysis for single system: Statis
analysis for terminating and ndarminating simulations
Comparing alternative system configurations

5. | Verification, validation and credibility of simulation mode 4
Simulation of manufacturing and material handling systems
Monte Carlo simulation, Case studies

Text Books

1. Averil |, M. L., and Kelton, W. D. ,
McGraw Hill.

2. | Francis Neelamkavil, Computer Simulation and Modeling, Wiley

Reference Books

=

|[Banks, J. and Carson, J. S., #fADisc
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Hall.

2. | Bernard P. Zeigler, Theory of modeling and simulation

3. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Discrete Mathematics Semester M.Tech

Department | Computer Science & Course Code | CST802
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1.
2

The course objective is to provide students with an overview of discrete mathen
. The purpose of the course is to provide the students with several concey
methods of the number theory, grapkory and their applications in engineering &

computer science.

Course Outcomes

Upon successful completion of this couseatudent will be able to:

CO1.
CO2.

COa.

COA4.

Write and interpret mathematical notation and mathematical definitions,
Formulate and interpret séahents presented in Boolean logic. Apply truth ta

and the rules of propositional and predicate calculus,

Formulate short proofs using the following methods: direct proof, indirect p

proof by contradiction, and case analysis,

Demonstrate a workg knowledge of set notation and elementary set the

recognize the connection between set operations and logic.

Course Outline / Content

Unit

Topics

Week

Introduction to Propositional Calculus: Propositions, Log
Connectives, Conjunction, Disjumat, Negation and their trut
table. Conditional Connectives, Implication, Conve
Contrapositive, Inverse, Conditional statements with truth tg
Logical Equivalence, Tautology, Normal forrf@NF, DNF;
Predicates and Logical Quantifications of propoeg and
related examples.

3

Theory of Numbers: Well Ordering Principle, Divisibility theo
and properties of divisibility; Fundamental theorem
Arithmetic; Euclidean Algorithm for finding G.C.D and sor
basic properties of G.C.D with simple exampl€gingruences
Residue classes of integer modulonf ¥ and its exampleg
Order, Relation and Lattices: POSET, Hasse Diagram, Minir
Maximal, Greatest and Least elements in a POSET, Lattice
its properties, Principle of Duality, Distributive a
Conplemented Lattices.

Counting Techniques: Permutations, Combinations, Bino
coefficients, Pigeonhole Principle, Principles of inclusion ai
exclusions; Generating functions, Recurrence Relations and
solutions using generating function, Reemce relation o
Fi bonacci number s a n-ahdCandquér
algorithm and its recurrence relation and its simple applicatic

computer.

NITSRI/M. Tech/Computer Science and Engineering/2023
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4. | Graph Theory; elements of graph theory, Euler gr: 2
Hamiltonian path, trees, tree traversals, spaptriees.

5. | Graph Coloring: Chromatic Numbers and its bour 3
Independence and Cligue Numbers, Perfect Graimition
and examples, Chromatic polynomial and its determina
Applications of Graph Coloring. Matchings: Definitions a
Examples of Pedct Matching, Maximal and Maximur
Mat ching, Hall 6s Marriage T
problems.

Text Books

1. Russell Merris, Combinatorics, WILEMNTERSCIENCE SERIES IN DISCRET
MATHEMATICS AND OPTIMIZATION.

2. | N. Chandrasekaran and M. Umagsthi, Discrete Mathematics, PHI.

References

1. J.K. Sharma, Discrete Mathematics, Macmillan

2. | Winfried Karl Grassmann and JeBaul Tremblay, Logic and Discrete
Mathematics, PEARSON.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Graph Theory Semester M.Tech

Department | Computer Science & Course Code | CST803
Engineering

Credits 3 L T P

Course Type | Theory 3 0 0

Course Objectives

On completion of this course, the student will be able to:

1. Understand and apply the fundamental concepts in graph theory

2. Apply graph theorybased tools in solving practical problems
3. Improve the proof writing skills.

Course Outcomes

On completion of thigourse, the student will be able to:

CO1. Model problems in different types of basic graphs like trees, bipartite and |

COz2.
CO3.
COA4.

graphs.

Identify special graphs like Euler graphs and Hamiltonian graphs.

Appreciate different grapbolouring problems and their siions.

Model simple problems from real life as gragblouring problems.

Course Outline / Content

Unit

Topics

Week

1.

Introduction to Graphs & its Applications, Basics of Pa
Cycles, and Trails, Connection, Bipartite Graphs, Eule
Circuits, VertexDegrees and Counting, Degregem formula,
The Chinese Postman Problem and Graphic Sequences.

Trees and Distance, Properties of Trees, Spanning Tree
Enumeration, Matrixree computation, Cayley's Formula, Pru
code, Matchings and Covers, Hall'sor@ition, MinMax
Theorem, Independent Sets, Covers and Maximum Bip:
Matching, Augmenting Path Algorithm, Weighted Bipart
Matching, Hungarian Algorithm.

Stable Matchings and Faster Bipartite Matching, Factor
Perfect Matching in General GraphMatching in Generg
Graphs: Edmondsd Bl ossom Al
Cuts and Connectivity, -Konnected Graphs, Network Flg
FordFulkerson Labeling Algorithm, Maklow Min-cut
Theorem, Menger's Proof using M&low Min-Cut Theorem.

Verte X Col oring and Upper B ¢
Color-Critical Graphs, Counting Proper Colorings, Pla
Graphs, Characterization of Planar Graphs, Kuratow
Theorem, Wagner's Theorem.

Line Graphs and Edegeoloring, Hamiltonian Graph, Travelin
Sdesman Problem and N@ompleteness, Dominating Sets.

Text Books

=

D.B. West, Introduction to Graph Theory, Prentice Hall, 2001

Jon Kleinberg and Eva Tardos, Algorithm Design, Addigdéesley, 2005
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3. | J.A.Bondy and U.S.R.Murty: Graph Theory, Spring@0&
References

1. | R.Diestel: Graph Theory, Springer( low price edition) 2000.

2. | F.Harary: Graph Theory, Narosa, (1988)

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Green Computing Semester M.Tech

Department | Computer Science & Course Code | CST804
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

The objective of this cose is to:

1. To equip students with the knowledge and skills to decrease IT systems' ene

waste, and other environmental consequences while lowering life cycle cos
boosting competitive advantage.

2. To enable the students to learn how to measurguotanpower consumption, redu
power consumption, acquire sustainable hardware, construct green data
recycle computer equipment, configure computers to reduce power consumpti
virtualization to reduce the number of servers, and other ¢geebnologies.

3. Enable the students to learn how to integrate green IT into business cultu
strategy in order to support loigrm information technology sustainability.

Course Outcomes

By the end of this course, the student will be able to:
CO1. Give an acount of the concept green IT
CO2. Give an account of standards and certifications related to sustainable IT proc
COa3. Evaluate IT use in relation to environmental perspectives;

CO4. Discuss how the choice of hardware and software can facilitate a more sust
operation, and use methods to measure energy consumption.

Course Outline / Content

Unit Topics Week

1. | Origins, Regulations and industry initiativ€sovernment
Industry. Approaches.

Virtualization : Green maturity model for virtualizatio 3
Virtualization level: Level O, Level 1, Level 2, Level 3.

2. | Terminal servers, Power management, Operating sysl
support, Power supply, Storage, video card, Display.
temporal and spatial data mining materials recycling, -T 3
computing. Thin clients: Introduction of thin clients
Characteristics of thin clients, Thin client variants.

3. | Middleware support for green computing, Tools fq
monitoring, HPC computing, Green Mobile, Embedq
computing and networking, Magement frameworks, Standa
and metrics for computing green.

Environmentally  Sustainable  Infrastructure  Design: 4
Sustainable technology, Sustainable intelligence, decomp
infrastructure environment.

Profiling Energy Usages for Efficient Consumption Profiling
energy usages for the application. Profiling energy usages f(
operating system and Extra energy usages profile.
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4. | Green Networking: Where to save energy in wired networkir
Taxonomy of green networking research: Adaptive linte,n
Interface proxying, Energy ware infrastructure, Energy 3
application.

Efficient-Efficient Data Canters: Reason for over powe
consumption in data centers, Data center manage
architecture in greener perspective.

5 Green Cellular Networking: Survey, Measuring greenne
metrics, Energy saving in base stations, Research ig 1
Challenges, Future generation wireless systems, Wireless 3
network for green networking.

Text Books
1. |Bud E. Smit h, AGr een HMiiquesp fartSaving Energy
Money, and Resourceso, Auerbach Pu
2. |Toby Vel te, Ant hony Vel te, Rober
|l nformati on System's Environment al
MC-Graw Hill.
References
1. [Jhn Lamb, A T h e-Ho@ ICenpanienCGan Make alDifference for
Environment o, Pearson Education.

2. |Greg Schulz, AThe Green and Virtua

3. | Latest Relevant Research Papers
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Department of Computer Sciece & Engineering
National Institute of Technology Srinagar

Course Title | Parallel & Distributed Algorithms Semester M.Tech
Department | Computer Science & Engineerin| Course Code | CST805
Credits 03 L T P
Course Type | Theory 3 0 0
Course Objectives
1. To provide an indepth understanding of the fundamentals of parallel and distriby
2. Algorithms.
3. To introduce several important parallel computing models that capture the ess
existing and proposed types of synchronous and asynchronous parallel comput
4. To study typical models for distributed computing.

Course Outcomes

Upon completion of this course, the students will be able to do the following:
CO1. Understand and account for models, limitations, and fundammnaépts in the
area of message passirapd shared memory concurrency, and apply

CO2: Adapt, and design algorithms for execution in parallel and distribatadgs, anc
analyze the algorithms for correctness, reliability, security, arfdrpeaince.
CO3: apply technigues and methods presented along the course aiming to

CO4: to analyse required computational resources, in order to assess performa

understanding to example systems and algorithms.

efficient parallel and distribute algorithms

correctness of algorithms.

Course Ouline / Content

Unit

Topics

Week

1.

Introduction to data and control parallelism.

PRAM model and its variants, EREW, ERCW, CRCW, PR
al gorithms, cost optimality
Importance.

Processor organizations such mesh and hypercube, embedd
of problem graphs into processor graphs. Parallel algorithm
matrix multiplication, merging and sorting for different proceg
organizations such as mesh and hypercube.

Introduction to Distributed AlgorithmsKinds of Distributed
Algorithm, Timing Models. Synchronous Network Algorithn
Synchronous Network Model, Leader Election in asynchror
Ring,

Algorithms in a General Synchronous Networks, Distriby
Consensus with Link Failures, Distributedridensus with Proce
failures, More Consensus problems.

Algorithms for BFS, DFS, shortest paths and spanning tree
distributed systems. Asynchronous networks: Broadcast
multicast, logical time, global snapshot and stable prope

Netwak resource allocation.

Text Books

=

|Quinn, M. J., fAParallel Co-Hibhuting T
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2. |Horowi t z, E., Sahni, S. and Rajasek
Al gorithms: C++0, Galgotia Publicat

References

1. | Parallel Programming: Techniquaad Applications Using Networked Workstatio
and Parallel Computers, by Barry Wilkinson, Michael Allen. Prentice Hall.

Al gorithms and Systemso, Cambri dge

N

Latest Relevant Research Papers

w
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Department of Computer Science & Engineering

National Institute of Technology Srinagar

Course Title | Internet Of Things Semester M.Tech

Department | Computer Science & Course Code | CST806
Engineering

Credits 03 L T P

Course Type | Theory

Course Objectives

This course will enable students to

agrwnE

Define and explain basic issues, policy and challenges in the IOT
lllustrate Mechanism and Key Technologies in IOT
Explain the Standard of the 10T

Explain resources in the IOT and deploy of resources into business
Demonstrate data analytics for IOT

Course Outcomes

At the end of this course the students will be able to:
CO1. Develop schemes for the applications of IOT in real time scenarios

CO2. Manage the Internet resources and Model the Internet of things to business

CO3. Undestand the practical knowledge through different case studies

CO4. Understand data sets received through 10T devices and tools used for analy

Course Outline / Content

Unit

Topics

Week

1.

What is The Internet of Things? Overview and Motivatig
Examplesof Applications, IPV6 Role, Areas of Developmeg
and Standardization, Scope of the Present Investigation. Inf
of Things Definitions and frameworK®T Definitions, 10T
Frameworks, Basic Nodal Capabilities. Internet of Thi
Application Exampleveniew, Smart Metering/Advance
Metering Infrastructurédealth/Body Area Networks, Cit
Automation, Automotive Applications, Home Automatiq
Smart Cards, Tracking, Ov@ihe-Air-Passive Surveillance/Rin
of Steel, Control Application Examples, Myriad Oth
Applications.

2

Fundamental [IOT Mechanism and Key Technolog
Identification of IOT Object and Services, Structural Aspect
the 10T, Key IOT Technologies. Evolving IOT Standar
Overview and Approaches, IETF IPV6 Routing Protocol for R
Roll, Constained Application Protocol, Representational S
Transfer, ETSI M2M,Third Generation Partnership Pro
Service Requirements for Machiigpe Communications
CENELEC, IETF IPv6 Over Low power WPAN, Zigbg
IP(ZIP),IPSO

Layer % Connectivity: Wireles Technologies for the 10T
WPAN Technologies for 10T/M2M, Cellular and Mobi
Network Technologies for IOT/M2M,

Layer 3 Connectivity: IPv6 Technologies for the IOT: Overv
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and Motivations. Address Capabilities, IPv6 Protocol Overv
IPv6 Tunneling, IPSec in IPv6, Header Compression Scher
Quality of Service in IPv6, Migration Strategies to IPv6.

5. | Case Studies illustrating 10T Desigmroduction, Homeg 4
Automation, Cities, Environment, Agriculture, Productiv
Applications. Data Analyticsfor IOT T Introduction, Apache
Hadoop, Using Hadoop Map Reduce for Batch Data Anal
Apache Oozie, Apache Spark, Apache Storm, Using Ap
Storm for Reatime Data Analysis, Structural Health Monitori
Case Study.

Text Books

1. |Dani el Mi img ohe IntermeBobi Tihingd with IPv6 and MIPv6:The Evolvi
Worl d of M2M Communicati onso, Wi | e

2. |Arshdeep Bahga, Vijay Madisett.i
Universities Press., 2015

, O

References
1. |[Mi chael Mi |l |l erTho nOlse® , | fFti ersnetEdoft i o
2. |Cl aire Rowland, EI't zabeth Goodman e
Edition, ORei l ly, 2015.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Computer Vision Semester M.Tech

Department | Computer Science & Course Code | CST807
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course includes:
1. To provide a glimpe of what computer vision is about.
2. To give an understanding of image processing for computer vision.

3. Focus on early processing of images and the determination of structure: edge

shapes.

Course Outcomes

After completion of course students vk able to:

CO1. Be familiar with both the theoretical and practical aspects of computing

images

CO2. Understand the geometric relationships between 2D images and the 3D worl
CO3. Gain exposure to object and scene recognition and categorization from imag
CO4. Graspthe principles of computer vision, and develop the practical skills nece

to build computer vision applications.

Course Outline / Content

Unit Topics

Week

1. | Introduction: History about computer vision, Introduction
vision, computer graphics, imga processing, human a
computer visionlmage Formation Modeldvlonocular imaging
system, Orthographic & Perspective Projection, Camera n
and Camera calibration, Binocular imaging systems.

2. | Recognition Methodology: Conditioning, Labelling, @uping,
Extracting and Matching. Morphological Image Process
Introduction, Dilation, Erosion, Opening, Closing, dditMiss
transformation, Morphological algorithm operations on bin
images, Morphological algorithm, Operations on e¢sagle
images, Thinning, Thickening, Region growing, regiq
shrinking.

3. |Image Representation and Description: Representatiol
schemes, Boundary descriptors, Region descriptors. B
Machine Vision: Thresholding, Segmentation, Conne
component labelling, Hierehal segmentation, spatial clusterir
Split & merge, Ruldased Segmentation, Motirased
segmentation. Area Extraction: Concepts, Bstactures, Edge
Line-Linking, Hough transform, Line fitting, Curve fittin
(Leastsquare fitting).

4. | Region Analysis: Region properties, External points, spal
moments, mixed spatial gragvel moments, Boundary analys
Signature properties, Shape numbers. Classification of shag
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labeling of edges, Recognition of shapes, Consisting labe
problem, Bak-tracking Algorithm Perspective Projecti 3
geometry, Inverse perspective Projection, Photogrammet
from 2D to 3D.

5 Object Models And Matching: 2D representation, Global V
Local features. General Frame Works for Matching: Distg 2
relational approach, ordered structural matching; View c
matching, Models database organization

Text Books
1. | "Computer and Robot Vision", Robert Haralick and Linda Shapiro, Addison
Wesley.
2. | "Computer Vision: A Modern Approach”, David A. Forsyth, Jeand@o
References
1. | "Image Processing, Analysis, and Machine Vision", Milan Sonka, Vaclav Hl

Roger Boyle, Thomson Learning

N

ARobot Visiono, b y-HilB . K. P. Hor n,

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Computer Graphics Semester M.Tech
Department | Computer Science & Engineering | Course Code | CST808
Credits 03 L T P
Course Type | Theory 3 0 0

Course Objectives

This includes:
1. Analyze the basic ray tracing algorithm and explain its limitations.

2. Design and implement a rendering algorithm based on Monte Carlo path tracing
3. Assess / evaluate the performance and conceptual limits of the implen

simulatian code for computer graphics based applications.

Course Outcomes

After completion of course students will be able to:

CO1. Understand knowledge, techniques, skills, and modern tools of advanced co

graphics.

CO2. Understand the graphics programming, and thice various Graphic

Applications in real world scenario
CO3. Learn more about 2D, 3D and Curve applications
CO4. Apply efficient graphics technigue to solve engineering problems

Course Outline / Content

Unit Topics

Week

1. | Introduction: computer graphics, Cordinate representatio
Pixel, Raster Scan & Random Scan methods, CRT Raster
basics, video basics, interactive devices, graphics input
output devices, mouse, track ball, light pen, digitizer, tht
wheel, raster scan graphics, applications.

2. | Line Generation: Points and lines generation algorithm, D[
l ines drawing algorithm, B 1
circle generating algorithm, midpoint circle algorithm, midpc
ellipse generating algorithm, other curves, conic secti
polynomial and spline curves, Pixels addressing, fillegdea
primitives, scadine polygon filled algorithms, insideutside
tests, scatine fill of curved boundary algorithms, boundary
algorithms, floodfill algorithms, fill-area functions, charact
generation.Segments:Segments table, Creating, Deleting a
renaming a segment Visibility, Image transformati
Transformation: 2D Transformation, An introduction to 3
transformation, Projections, Light, color and shading.

3. | Windowing and Clipping: Rendering and Illumination
Introduction to curve generation, Bezier, Hermite andpBne
algorithms and their Comparisons. Viewing transformat]
Clipping. Generalized clipping IN 2D.
Hidden line and surfacesBackface Removal Algorithmg
Hiddenline methods.
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Advanced Rendering Techniques:Photorealistic rendering
Global lllumination, Participating media rendering, Ray trac
Monte Carlo algorithm, Photon mapping.

4. | Texture Synthesis and Image ProcessingEnvironmental
mapping, Texture syhesis, anisotropic image smoothing. 2
Volume Rendering: Volume graphics overview, Marchin
cubes, Direct volume rendering.

5. Surfaces and MeshesSubdivision, Distance fields and ley 2
sets.

Physically-based Modelling: Stable fluid solver, Latticg
Boltzmann method.

Text Books

1. | Computer Graphics (Principles and Practice) by Foley, van Dam, Fein
Hughes, Addisen Wesley.

2. | Computer Graphics by D Hearn and P M Baker, Printice Hall of India.

References

1. | Alan H. Watt and Mark Watt, AdvandeAnimation and Rendering Techniqug
Theory and Practice, AddisaiVesley, 1992.

2. | Matt Pharr and Greg Humphreys, Physically based rendering, Morgan Kauf
2004.

3. | Latest Relevant Research Papers
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Department of Computer Scence & Engineering
National Institute of Technology Srinagar

Course Title Optimization Techniques | Semester M.Tech

Department Computer Science & Course Code CST809
Engineering

Credits 3 L T P

Course Type Theory 3 0 0

Course Objectives

To enable thetudent to

1. Enumerate the fundamental knowledge of Linear Programming and Dy

Programming problems.

. Learn classical optimization techniques and numerical methods of optimization.

2
3. Know the basics of different evolutionary algorithms.
4

. Explain Integer proamming techniques and apply different optimization technig

to solve various models arising from engineering areas.

Course Outcomes

On successful completion of the course, the student will be able to:

CO1
CcO2
CO3

COA4.

. Model engineering minima/maxima problems as o#tion problems.

. Learn efficient computational procedures to solve optimization problems.

. Enumerate fundamentals of Integer programming technique and apply dif
techniques to solve various optimization problems arising from engineering g

Be ableto use MATLAB to implement optimization algorithms.

Course Outline / Content

Unit

Topics

Week

1.

Mathematical preliminaries: Linear algebra and matrice
Vector space, eigen analysis, Elements of probability the
Elementary multivariable calculus

2

Linear Programming: Introduction to linear programmin
model, Simplex method, Duality, Karmarkar's method
Unconstrained optimization: Onedimensional search methoc
Gradientbased methods, Conjugate direction and gNasiton
methods

Constrained Optimization: Lagrange theorem, FONC, SON
and SOSC conditions.

Non-linear problems: Nortlinear constrained optimizatio
models, KKT conditions, Projection methods

Advanced Topics Iin Optimization: Piecewise linea
approximation of a nonlinear fation, Multi objective
optimizationi Weighted and constrained methods;

Multi-level optimization, Direct and indirect search methg
Evolutionary algorithms for optimization and search, Applicati
in civil engineering

Text Books

1. \ An introdwction to Optimization by Edwin P K Chong, Stainslaw Zak
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N

. \ Nonlinear Programming by Dimitri Bertsekas

References

1. | S.S. Rao,"Engineering Optimization: Theory and Practice", New Age Interna
P)Ltd., New Delhi, 2000

2. | G. Hadley,"Linear programmirigNarosa Publishing House, New Delhi, 1990.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Numerical Methods | Semeser M.Tech

Department | Computer Science & Course Code | CST810
Engineering

Credits 3 L T P

Course Type | Theory 3 0 0

Course Objectives

By the end of the course, the student will be able to:

agrwnE

Apply the numerical methods to find a root of algebraic and ¢etental equations
Solve linear equations using Jacobi method and Gaeiskal method
Explain the concepts of Numerical Differentiation and Integration.
Be familiar with numerical solution of ordinary differential equations
Be familiar with numerical sotion of partial differential equation

Course Outcomes

On completion of the course, the student should be able to:

CO1.

COz2.

COs.
COA4.

apply fundamental theory for mathematical modelling with partial differe

equations;

choose, formulate and implement appropriaimeri@l methods for solving

science and engineering;

interpret, analyse and evaluate results from numerical computations;
Use common software to solve application problems formulated as
complicated partial differential equations, such as linear elasacity transpor

problems.

Course Outline / Content

Unit

Topics

Week

Numerical solutions to algebraic and transcendenta
equations: Introduction, Solutions of Algebraic an
Transcendental equations ,-Bection method ,Method of Fais
Position, NewtorRaphson method , Useful deduction from
Newton Raphson formula.

3

Iterative methods of solution of system of equationsSolution
of Linear simultaneous equ
GaussSeidel iteration method, Relaxation method.

Numerical differentiation and integration: Numerical
Differentiatiori Formulae for derivativéMaxima and Minima
of a Tabulated Functi®™Numerical IntegrationNewtonCotes
Quadrature Formuidrapezoidal ruleSi mp s o ATais rul®
, Si mp s coHgbtsruld hr e e

Numerical solutions of ordinary differential equations:
Numer i cal solution of Or di n
Met hod, Tayl ordés seri es -Kutal
Method, PredicteCor r ect or Met hods,

Numerical solutions of partial differential equations:
Introduction, Classification of Second order equations, F

Difference approximation to derivatives, Solutions of Lapl
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lequation, Poissonds equati o

Text Books

1. | Dr.B.S. Grewal, Higher Engineering Mathematics? &lition, Khanna
Publishers, New Delhi, 2014.

2. | N.P. Bali Etal, A Text book on Engineering Mathematics, Laxmi pub. (p)Ltd, 2

References
1. | S.S.Sastry, Introductory methods of Numerical solutiofi€dition, Prentice Hall
of India.
2. | R.KJain & S.R.K.lyengar, Numerical Methods by, New Age International (P)
Limited, 2008.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Image Processing and Semester M.Tech
Pattern Recognition

Department Computer Science & Course Code CST811
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

1. Adequate background knovdge about image processing and pattern recognition

2. Practical knowledge and skills about image processing and pattern recognition

3. Necessary knowledge to design and implement a prototype of an image pro
and pattern recognition application.

Coruse Outcomes

After completion of this course, students will be able to:
CO1. Identify and describe operation of different smoothing and sharpening filters.
CO2. To analyze the different segmentation techniques
COa3. To apply different denoising models to recover origihimage.
CO4. Identify different pattern recognition methods and apply them in problem are:

Course Outline / Content

Unit Topics Week
1. | Image Enhancement:Spatial Domain Methods: Arithmetic ar
logical operations, pixel or point operations. 3

Histogram based image enhancementHistogram modelling
and equalization. Basics of spatial filtering, smoothening
sharpening spatial filters. Image Enhancement in the Frequ
Domain. Gaussian filters, Homomorphic filtering
Fundamental of color image processingcolor models, RGB
CMY, YIQ, HIS. Pseudo Color Image processing

2. | Image Segmentation:Some Basic Relationships between pix
point, line and edge detection. 3
SOBEL, PREWITT, ROBERT, Gradient operators, canny €
detection and Chain codes.

Threshotling, Region based segmentation, Region growing, re
splitting and merging.

Morphological Image Processing: Dilation, Erosion, Open
Closing on Binary Images

3. | Image Restoration and Image Compression: Restoration
Process, Noise Models, Restooatiin Presence of Noise Onl 3
Periodic Noise, Reduction by Frequency Domain Filter
Estimating the Degradation Function, Degradation mg
Algebraic Approach to Restoration

Inverse filtering, Wiener filter, Constrained Least Sqy
Restoration

Data redindancies, Elements of information, variatdagth
coding, predictive coding, Transform coding, Huffman Coding.
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Image compression using DCT

4. | Introduction to Pattern Recognition: Elements of Image 3
Analysis, Introduction to pattern classification, ftea selectior
and extraction, Supervised and Unsupervised Parameter estin
Basic conceptsStructure of a typical pattern recognition systen
Feature vectors, Feature spaces, Pattern classification by di
functions- Minimum distance classificatn - Cluster algorithms

5. | Pattern Classification: Pattern classification using Statistiq 2
classifiers and Bayesodo cl assg
Classification performance measures: Risk and error probabili
Fuzzy classification Fuzzy clustering Fuzzy pattern r@gnition
- Syntactic pattern recognition. Application of pattern recognitig

Text Books

1. |Raf ael C. Gonzal ez and Richard E. \
Reprint, 2001

2. | S. Theodoridis, K. Koutroumbas, Pattern Recognition, 4th ediicacdemic Press,
20009.

References

1. | R. O. Duda, P. E. Hart, D. G. Stork, Pattern Classification, 2nd edition, John
& Sons, Inc., 2000

2. |Ani | K. Jai n, AFundament al s -ddll of Ihdiay
New Delhi, 2001.

3. | LatestRelevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Multimedia and Virtual Reality | Semester M.Tech

Department | Computer Science & Course Code | CST812
Engineering

Credits 3 L T P

Course Type | Theory 3 0 0

Course Objectives

1. Demonstrate knowledge and understanding of the concepts, principles and the
Multimedia Applications and Virtual environments
2. Demonstrate knowledge and understanding of the culssutes involved with
development and deployment of multimedia system
3. Analyse and solve problems related to their expertise in Multimedia Application
Virtual Environments.

Course Outcomes

Students will learn about:
CO1. Virtual reality technologies, deg issues, and applications, especially applicat
in education and training. Students will obtain haodsxperience designing no
immersive virtual reality walkthroughs.
CO2. The basic categories of virtual reality technology, and the historical devehd)
of virtual reality.
CO3. Existing and potential virtual reality applications in education training.
CO4. The emerging virtual reality industry and technologies.

Course Outline / Content

Unit Topics Week
1. | INTRODUCTION: Concept of Non Temporal and Temporg
Media. Basic Characteristics of Ndemporal Media; Images 1

Graphics, Text. Basic Characteristics of Temporal Media: Vi
Audio, and Animation. Hypertext and Hypermed
Presentations: Synchronization, Events, Scripts and Interaci
Introduction to Adhoring Systems.

2. COMPRESSION TECHNIQUES: Basic concepts @ 2
Compression. Still Image Compression: JPEG Compres
Features of JPEG2000. Video Compression: MPEG.2
Compression Schemes, MPEGNatural Video Compressio
Audio Compression: Introdtion to speech and Audi
Compression, MP3 Compression Scheme. Compressior
synthetic. Graphical objects.
3. | MULTIMEDIA SYSTEMS ARCHITECTURE : General 4
Purpose Architecture for Multimedia Support: Introduction
Multimedia PC/Workstation ArchitectureCharacteristics o
MMX instruction set, I/O systems: Overview of USB port &
IEEE 1394 interface, Operating System Support for Multim(
Data: Resource Scheduling with réiahe considerations, Fil
System, I/O Device Management.

MULTIMEDIA INFORMATION M ANAGEMENT :
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Multimedia Database Design, Content Based Informg
Retrieval: Image Retrieval, Video Retrieval, Overview
MPEG-7, Design of videmn-Demand Systems.

4. | Introduction to Virtual Reality and Virtual Reality Systems,
Related Technologies Teleoperation and Augmented Real 4
Systems Interface to the Virtual Wotldput; Head and han
trackers, data globes, hap tic input devices. Interface tg
Virtual World- Output, Stereo display, head mounted disp
autostereoscopic displays, holographdisplays, hap tic an
force feedback.

5. | VRML Programming: Modeling objects and virtug

environments Domain Dependent applications: Med 3
Visualization, Entertainment, etc.
Text Books

=

Multimedia System Design, And leigh and Thakarar , PHI

2. | Multimedia Technology & Application, David Hillman, Galgotia Publications.

References

=

Multimedia Computing Communication and Application, Steinmetz, Pearson |

no

Virtual Reality Systems, John Vince, Pearsn Education.

3. | Latest Relevant Resedr Papers

Page |40
NITSRI/M. Tech/Computer Science and Engineering/2023



Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Natural Language Processing | Semester M.Tech

Department | Computer Science & Course Code | CST813
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. This course is about a variety of ways to represent human languages (like Engl|
Chinese) as computational systems, and how to exploit those representations
programs that do useful thingsitiv text and speech data, like translati
summarization, extracting information, question answering, natural interfac

databases, and conversational agents.

2. This field is called Natural Language Processing or Computational Linguistics,
is extemely multidisciplinary. This course will therefore include some ideas ce
to Machine Learning (discrete classification, probability models) and to Lingu

(morphology, syntax, semantics).

Course Outcomes

The students will be able to:

COL1.

CO2.

CO3.
CO4.

grasp the ignificance of natural language processing in solving -wnesald

problems.

map the appropriate processing technique to a problem and impleme

technique.
to demonstrate required design skills for large collection sets.

to comprehend the statdé-the-art advanced NLP research articles and pre
them to an audience. They will also be able to propose extension of existin

techniques for solving a range of problems.

Course Outline / Content

Unit

Topics

Week

Introduction Human languages, modeksmbiguity, processin
paradigms; Phases in natural language processing, applica
Text representation in computers, encoding schemes. Lingu
resources Introduction to corpus, elements in balanced cor
TreeBank, PropBank, WordNet, VerbNet etdResource
management with XML, Management of linguistic data with
help of GATE, NLTK.

2

Regular expressions, Finite State Automata, word recogn
lexicon. Morphology, acquisition models, Finite St
Transducer. Ngrams, smoothing, entropy, HW] ME, SVM,
CRF. Part of Speech taggin&tochastic POS tagging, HMN
Transformation based tagging (TBL), Handling of unkng
words, named entities, multi word expressions.

A survey on natural language grammars, lexeme, phone
phrases and idiomsyord order, agreement, tense, aspect
mood and agreement, Context Free Grammar, spoken lan
syntax
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4. | Parsing Unification, probabilistic parsing, TreeBank. Semant
Meaning representation, semantic analysis, lexical sema 3
WordNet Word Sese DisambiguationSelectional restriction
machine learning approaches, dictionary based approg
Discourse Reference resolution, constraints on-reterence
algorithm for pronoun resolution, text coherence, disco
structure

5. | Applications of NLP- Speltchecking, @ Summarizatio 3
Information Retrieval Vector space model, term weightin
homonymy, polysemy, synonymy, improving user quer
Machine TranslatiohOverview.

Text Books

1. | Daniel Jurafsky and James H Martin. Speech and LanguagedRing, 2e, Pears
Education, 2009

2. | James A.. Natural language Understanding 2e, Pearson Education, 1994

References

1. |Bharati A., Sangal R., Chaitanya V.. Natural language processing: a P3g
perspective, PHI, 2000

2. | Latest Relevant ResearBtapers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | AdvancedNeuralNetworks Semester M.Tech
(ANN)
Department | Computer Science & Course Code | CST814
Engineering
Credits 03 L T P
Course Type | Theory 3 0 0

Course Objectives

Students will able to:
1. To introduce the fundamental techniques and principles of Neural Networks
2. To study the different models in ANN and their applications
3. To familiarize deep learning concepts wi@onvolutional Neural Network cag
studies.

Course Outcomes

Students will able to:
CO1. Understand the overview of Neural Networks concepts.
CO2. Interprets the main factors involved in achieving good learning and generali
performance in neural Networks.
CO3. Describes the optimization methods and apply them to different problems.
CO4. Designs new fuzzy neural network models.

Course Outline / Content

Unit Topics Week
1. | Biological neuron, artificial neuron as a computational mode
a neuron, activation functiongirchitectures for ANNs, lineg 2
neural networks, Hebbs learning law.
2. | Nontlinear neural networks: Perceptronlearning law, 3

convergence theorem; multilayer feed forward neural netwc
structure, activation functions, error back propagation learr
delta learning law, generalized delta rule, learning fac
convergence criteria, momentum factor in learning, conju
gradient method for learning, universal approximation theo
cross validation method for selecting the architecture,- |
variancedilemma.

3. | Statistical learning theory, principle of empirical ri 4
minimization, Radial basis function networks: RBF networks
function approximation, RBF networks for pattern classificat
Support vector machines: SVM for linearly separablessea,
SVM for linearly nonseparable classes, SVM for nonlineg
separable classes using kernels, rral#ss pattern classificatig

using SVMs,

4. | Feedback neural networks: Problem of pattern storage
retrieval, discrete Hopfiled networks, dynantisgstems, energ 3
function of hopfield model, energy analysis of hopfiled mode

5. | Introduction to deep neural networks, convolution ne 3

networks, recurrent neural networks, Boltzman machine.
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Text Books

1. | B. Yegnanarayana, Artificial Neural Weorks, Printice Hall India Learning P\
Ltd, 2009.

2. | Sathish Kumar, Neural Networks: A Classroom Approach, 3rd Edition,
McGraw Hill, 2011.

References

1. | Simon S. Haykin, Neural Networks and Learning Machines, 3rd Edition, Prg
Hall, 2009

2. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Database Systems | Semester M.Tech

Department | Computer Science & Course Code | CST815
Engineeing

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

Effective collection, analysis, and maintenance of data is key to achieve rapid prog

almost all disciplines of science and engineering.
The objectives of this cose is to:

1. To provide a strong foundation in advanced database concepts from an if

perspective.

2. To covers advanced data modeling concepts like OOD Modeling and ORD Moo
3. To learn query processing and transaction management concepts forrelajsmnal

database and distributed database.

Course Outcomes

By the end of this module, students should be able to:

CO1.

COz2.

COs.

CO4.

Explain and evaluate the fundamental theories and requirements that inf

the design of modern database systems

Assess and apply date functions and packages suitable for enter

database development and database management

Critically evaluate alternative designs and architectures for databases ar

warehouses

Discuss and evaluate methods of storing, managing and interrogatimgex

data

Course Outline / Content

Unit

Topics

Week

1.

Distributed Databases: Introduction, Design Framewor
Design of database fragmentation, The Allocation of Fragm
Translation of global queries to fragment queries, Optimiza
of access quees, Distributed Transaction Manageme
Concurrency Control, and Reliability

3

Introduction to Different Database Systems: Multimedia
Database Systems, Deductive Database Systems, §
Database Systems. Hierarchical, Network, Relational and Ol
Oriented Databases.

SemiStructured Data and XML: SemiStructured Data
Introduction to XML, XML hierarchical Model, DTD & XML
schema, XML Namespace, XML query & Transformati
Xpath, XSLT, XQuery, Storage of XML data, XM
Technologies: DOM &SAX nterfaces X pointer, Xlink
XHTML, SOAP, WSDL, UDDI, XML database Application

Real time Databases:Transaction prioritiesi Concurrency
control issuesi Disk scheduling algorithmg Two phase

approach to improve predictability
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5. | Advanced Applicaion Development in Databases 3
Performance Tuning, Performance Benchmarks, Standardiz
E-Commerce, Legacy Systems, Lagmale Data Manageme
with  HADOOP, Semi structured database COUCHI
Introduction, Architecture and principles, features.

Text Books

=

Database system Concept by Silberschatz and Korth 6th Edition

2. | Distributed Databases principles & systems by Stefano Ceri, Giuseppe Pelag

References

=

Web Data Management, Abiteboul, Loana, Philippe et.al Cambridge publicati

2. | Database Management Systems by Raghu Ramakrishnan and Johannes Gel

3. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Database Implemeéations Semester M.Tech

Department | Computer Science & Course Code | CST816
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

The objectives of this course is to

1. learn the architecture of a database management system (DBMS)
2. Learn pecific algorithms of some of its primary components, specifically bl
management, Btree index management, query evaluation, query optimizg

concurrency control, and recovery.

3. Provide a strong foundation in advanced database concepts from atryir

perspective.

Course Outcomes

At the end of this course, students should

COL1.
CcoO2.
COs.

COA4.

have a good insight into how DBMSs function internally

understand how to analyse the performance ofidétasive systems

be familiar with a variety of programming techniques fargescale datg

manipulation

apply the insights achieved to build the major components of aDBNS

Course Outline / Content

Unit

Topics

Week

1.

Introduction: Hardware: Secondaistorage devices, dis
access time, Input/output model of computatmtimized disk
access;

File and System Structure: page layout and access; [
management; file organizations (heap, sorted, clustered)
stores versus column stores, Page Layout and File of Re
Operating systems issues and buffer management.

4

Indexes: Treestructured (ISAM, B+tree); hadbased (static
extendible, linear); mukdimensional (UBtree, kd-b tree, R
tree)

External Sorting: external-way merge sort; sorting based
B+trees; Dynamic hashing, Multidimensional indexes.

Query Evaluation: Selection (indexvased, hasbhased,
arbitrary  selection predicates), Projection  (duplig
elimination; haskbased, sortindpased); Joins (nestéoops,
index nested, block nested, sorerge, hash joins); Sq
operations; Aggregation; impeacof buffering, pipelining,
blocking; evaluation techniques in existing systems;

Query Optimization: Cardinality estimation for all quer
operators, histograms ; equivalences of relational algg
guery plans; cost estimation; nested queries; jpitozation

algorithms  (dynamic programming and greedy |
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enumeration approaches); optimization techniques in exi
systems;

5. | Transaction Management: ACID properties; concurrenc 3
control (Serializability criteria); locking (twphase locking
index locking, multiple granularity locks, intention lock
deadlock detection; isolation levels; concurrency contro
existing systems;

Text Books

=

Database system Concept by Silberschatz and Korth 6th Edition

2. | Database Systems: The Complete Béb GarciaMolina, J.D. Ullman, and J
Widom; Prentice Hall.

References
1. |[Coronel and Mor r ii ®esign IDpleamantatos @ad Sy s
Management 6, Course Technology |In

2. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Expert Systems Semester M.Tech

Department | Computer Science & Course Code | CST817
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

Students will be:

1. Able to explain and describe the concepts central to the creation of knoy
bases and expert systems.

2. Knowledgeable about the tools and the processes used for the creation of ar
system.

3. Able to know methodssed to evaluate the performance of an expert system.

4. Able to conduct an hilepth examination of an existing expert system with
emphasis on basic methods of creating a knowledge base.

5. To examine properties of existing systems in a-sasgy manner, conguing
differing approaches.

Course Outcomes

After completing this course, the student should be able to:
CO1. Apply the methodology to transfer human knowledge into an expert system
CO2. Apply knowledge representation, and design a knowledge base.
COa3. Implement a rle-based expert system
CO4. Evaluate Expert System tools.

Course Synopsis

In this course the student will learn the methodology used to transfer the knowled
human expert into an intelligent program that can be used to solve problems.

Course Outline /Content

Unit Topics Week

1. | Overview; introduction to rukbased expert systen 3
Background, general introduction. Forward and backv
chaining, conflict resolution. Uses: structured select
configuration, diagnosis and business rules

2. | Rulebase expert systems Uncertainty, fuzzy logic and be 2
nets. Expert System Shells
3. | Other expert system paradigms: PIES example system (Pa 3

Tenenbaum) OOPs, frames, Ghssed reasoning and he
desks, Recommendor systems (CDNow Case Study). Sang
(Steelmaking example: Dorn and Slany)

4. | Building expert systems: CLUES example system (Talebzg 3
Mandutianu and Winner), Building expert systems Discussiq
shells. Knowledge Management (Wiki web case study)

5. | Machine learning and datsmsemining, Data Mining Decisior 3
Trees, Neural Networks, Text Mining, Web mining Curr
trends in Al

Text Books
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1. | The Engineering of Knowledgeased Systems, A.J. Gonzalez and D. D. Danke
Prentice Hall, 1993.

2. | A Guide to Expert SystemBonald A. WatermanPearson publications.

References

1. | Giarratano J. Riley G., Expert Systems, Principles and Programming, PWS
PublisingCompany

2. | Introduction to Knowledge Systems, Stefik M., Morgan Kaufmann.

3. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Quantum Computing Semester M.Tech

Department Computer Science & Course Code |CST818
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course is designed:
1. Toenable studentswithngnhy si cs backgrounds to ¢
2. To recognize which classical assumptions fall apart at the quantum level
3. To begin to reintegrate the strange results of quantum theory into the b
framework of classical computer science

Course Outcomes

Enable the student to:
CO1. Translate fluently betweethe major mathematical representations of quar
operations.
CO2. Learn Quantum mechanics as applied in Quantum computing
COa3. Implement basic quantum algorithms.
CO4. To acquire a working knowledge of quantum information theory.

Course Outline / Content

Unit Topics Week
1. Introduction and Background: Overview, Computers and tH
Strong ChurchTuring Thesis, The Circuit Model ¢ 2

Computation, A Linear Algebra Formulation of the Cirg
Model, Reversible Computation, A Preview of Quant
Physics, Quantum Physics andn@uutation.

Linear Algebra and The Dirac Notation: The Dirac Notation
and Hilbert Spaces, Dual Vectors, Operators, The Spe
Theorem, Functions of Operators, Tensor Products, The Sc
Decomposition Theorem, Some Comments on the [

Notation.
2. Qubits and The Framework of Quantum Mechanics: The
State of a Quantum System, TiBeolution of a Closed Systen 2

Composite Systems, Measurement, Mixed States and Ge
Quantum Operations.

A Quantum Model of Computation: The Quantum Circui
Model, QuantumGates, UniversalSets of Quantum Gate
Efficiency of Approximating Unitary Transformation
Implementing Measurements with Quantum Circuits.

3. Superdense Coding and Quantum TeleportationSuperdensg
Coding, Quantum Teleportation, An Application olugtum 2
Teleportation.

Introductory Quantum Algorithms:  Probabilistic Versus
Quantum Algorithms, Phase Kidack, The Deutscl
Algorithm, The Deutsch) o zsa Al gor i t hm,
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4. Algorithms With Superpolynomial SpeedUp: Quantum Phas
Estimation and the Quantum Fourier Transform, Eigenva 4
Estimation, FindingOrders, Finding Discrete Logarithm
Hidden Subgroups, Related Algorithms and Techniques.

Algorithms Based on Amplitude Amplification: Gr o v
Quantum Search Algorithm, Amplitude Ampliéiton, Quantum
Amplitude Estimation and Quantum Counting, Search
Without Knowing the Success Probability, Related Algorith
and Techniques

5. Quantum Computational Complexity Theory and Lower
Bounds: Computational Complexity, The Bladkox Model, 4
Lower Bounds for Searching in the BlaBlox Model: Hybrid
Method, General BlacBox Lower Bounds, Polynomig
Method, Block Sensitivity, Adversary Methods.
Quantum Error Correction: Classical Error Correction, Th
Classical Thredit Code, Fault Tolemce, Quantum Erro
Correction, Three and NineQubit Quantum Codes, Fau
Tolerant Quantum Computation.

Text Books

1. El eanor G. Rieffel and Wol fgang H
|l ntroducti onbo

2. Pittenger A. O., An Introduction to Quantu@omputing Algorithms, 2000

References

1. Mi chael A . Ni el sen and | saac L. C
Il nf or mati ono.

2. Phillip Kaye, Raymond Laflamme, and Michele Mosca (2007). An Introductio
Quantum Computing. Oxford University Press.

3. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Digital Signal Processing Semester M.Tech

Department | Computer Science & Course Code | CST819
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. To understand the fundamentals of DSP.
2. To learn various DSP structures and their implementation.
3. To know designing constraints of various filters.

Course Outcomes

Students will able to
CO1. Understand the overview of DSP concepts.
CO2. Improve the speed of digital system through transformation techniques.
CO3. Perform Pipelining and parallel processing in FIR systems to achieve high
and low power.
CO4. Perform optimization using pipelining and péeaprocessing in IIR systems a
adaptive filters.

Course Outline / Content

Unit Topics Week
1. | Introduction to Digital Signal Processing: Linear System
TheoryConvolutionCorrelatiorDFT-FFT-Basic concepts i 2

FIR Filters and IIR FiltersFilter Realzations.
Representation of DSP Algorithms Block diagrarasSFGDFG-
design examples and their reduction.

2. | Iteration Bound: DataFlow Graph Representationd.oop 2
Bound and Iteration Bound Algorithms for Computing Iterat
BoundLPM Algorithm.

Pipelining and Parallel Processing of Fir Filter: Pipelining
and Parallel Processing: Pipelining of FIR Digital Filte
Parallel Processing Pipelining and Parallel Processing for
Power. Retiming: Definitions Properties and proble&slving
Systems of Inequdies.

3. | Fast Convolution and Arithmetic Strength Reduction in
Filters: CookToom Algorithm Modified CookToom
Algorithm-Design of Fast Convolution Algorithm by Inspectig 2
Parallel FIR filtersFast FIR algorithm3wo parallel and thre
parallel. Paragl architectures for Rank Order filte@&dd Even
Merge sort architecturBank Order filter architectusarallel
Rank Order filtersRunning Order Merge Order Sorieow
power Rank Order filter.

4. | Pipelined and Parallel Recursive Filters: Pipeline hterleaving
in Digital Filters Pipelining in 1st Order IIR Digital Filters
Pipelining in Higher Order IR FiltersClustered Look ahea 2
and Stable Clustered Look ahedearallel Processing for Ilf
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Filters and Problems.

5. | Scaling and Roundoff Noise Introduction to Scaling an
Roundoff Noise State Variable Description of Digital Filter
Scaling and Roundff Noise ComputatiofRound Off Noise 2
Computation Using State Variable Descriptio&low-Down-
Retiming and Pipelining.

Text Books
1. |[KK Par hi: AVLSI Di gi t awiley, 2ndgedi@oh Reprint
2008.
2. John G. Proaki s, Dimitris G. Manol ak
of India, 1st Edition, 2009.
References

1. | Avatar sigh, Srinivasan S, Digital signalopessing implementations using D
microprocessors with examples, Thomson 4th reprint, 2004.

no

U.Meyer-Baese, 0 Digital Signal Process

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Reconfigurable Computing Semester M. Tech

Department | Computer Science & Course Code | CST820
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This ourse will enable students to:

1. To offer an introduction in the theory and engineering design principles of the n

Reconfigurable Computing Systems (RCS).
. To emphasis on Reconfigurable Computing Architectures.

2
3. To give importance in understanding thencepts of architecture 4@nfigurability,
programmable logic devices and optimization of the RCS architecture.

4. To learn languages and compilers for the RCS.

Course Outcomes (COs)

By the end of this course, the student will be able to:

CO1: Understand he basics of the reconfigurable computing and reconfigu
Cco2:
COa3:

CO4:

architectures

Articulate the design issues involved in reconfigurable computing systems
specific focus on FPGAs both in theoretical and application levels
Understand the performeze tradeoffs involved in designing a reconfigurak

computing platform.

Understand both how to architect reconfigurable systems and how to utiliz

for solving challenging computational problems.

Course Outline/ Content

Unit

Topics

Week

1.

Reconfigurable Computing Hardware: Device Architecty
Reconfigurable Computing Architectures, Reconfigurg
Computing Systems, Reconfiguration Management.

2

Programming Reconfigurable Systems: Compute Models
System Architectures, Programming FPGApplications in
VHDL, Compiling C for Spatial Computing, Strea
Computations Organized for Reconfigurable Execut
Programming Data Parallel FPGA Applications Using
SIMD/Vector Model, Operating System Support
Reconfigurable Computing.

Mapping Designs to Reconfigurable Platforms: Technol
Mapping, FPGA Placement Placement for Genrpuapose
FPGAs, Datgpath Composition, Specifying Circuit Layout
FPGAs, Retiming, Reipelining, and C-slow Retiming,
Configuration  Bitstream Generation, Fast Compilatior]

Techniques.
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4. | Application Development: Implementing Applications w 3
FPGAs, Instancspecific Design, Precision Analysis for Fixg
point Computation, Distributed  Arithmetic, CORD
Architectures for FPGA Computing, Hardware/Softw.
Partitioning.

5. | Case Studies of FPGA ApplicatiorBPIHT Image Compressio 3
Automatic Target Recognition Systems on Reconfigur
Devices, Boolean Satisfiability: Creating Solvers Optimized
Specific Problem Instances, MuRPGA Systems: Logi
Emulation, Finite Difference Time Domain: A Case Study Usg
FPGAs, Network Packet Processing in Reconfigur
Hardware.

Text Books

1. |[Scott Hauck and Andr e De HioThe ThebrRand o
Practiceof FPGA ased Comput atd0@Bno, ELSEVI E

References

1. [Chr i st op hlatrodictioh doa Reddnfigurable Computing: Architectur,
Al gorithms, and Applicationso SPRI

2. |Jari Nur mi , i Pr oc e®nChip Codpusng dan :ASICS yas
FPGAsO0. SPRINGER 2008.

3. | Latest RelevanResearch Papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Embedded Systems Semester M. Tech

Department | Computer Science & Course Code | CST821
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:

1. To provide the student with a detailed understanding of Microcontrollers

Embedded systems.

2. To cover fundamentals of The 8051 Architecture, Assembly Language FProgrg,

Instruction set, Serial Communication.
3. To expose the interfacing techniques of 8051 Microcontroller.
4. To learn PIC microcontroller and ARM.

Course Outcomes (COs)

By the end of this course, the student will be able to:

CO1: Acquire knowledge about ionocontrollers embedded processors and t

CO2:

CO3:
CO4:

applications.

Understand the internal architecture and interfacing of different peripheral d

with Microcontrollers.
Write programs using assembly language programming.
Apply conceptsen microcontroller interfacing.

Course Outline / Content

Unit

Topics

Week

1.

Introduction : Concept of Real time Systems, Challengeg
Embedded System Design, Introduction to Microcontrollers
Embedded Processors , Microcontrollers suifeey bit, eight
bit, sixteen bit, thirty two bit Microcontrollers, Compari
Microprocessors and Microcontrollers, Overview of the 8
family.

The 8051 Architecture Hardware, Oscillator and clog
program counter, data pointer, registers, stack and staetenc
special function registers.

Memory organization: program memory, data memory, Inpy
Output Ports, External memory counter and timer, serial
Input / output, Interrupts.

8051 Assembly Language Programming Structure of
Assembly langage, Assembling and running an 8051 progr
Addressing modes, Accessing memory using various addre
modes. Instruction set, 8051 Serial Communication.

Microcontroller Interfacing : Key Board, Displays Puls
Measurement, D/A and A/D conversioriefper Motor.

Basic concept of PIC microcontroller and ARM
Microcontroller Architecture, PIC16F Processor examples: A

ARM, And DSP.
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Text Books

=

The 8051 Microcontrollers and Embedded Systems: Muhammed Ali Mazidi.

2. | The 8051 Microcontrollers Ahstecture, Programming & Applications Kenneth |
Ayala.

References

=

Design with PIC Microcontroller: John Petman.

2. |R. Bryndza Mi krokontrolery z rdzen
Warszawa 2009 (in Polish).

3. | Latest Relevant Research Bep
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | System on Chip Semester M. Tech

Department | Computer Science & Course Code | CST822
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Understand the process of designing highly integrated System on Chip
following systematic hardware/software-design & ceverification principles.
2. Explore the statef-the-art synthesis and verification tools and design flows.
3. Model and specify embedded systems at high levels of abstraction.
4. Analyze the functional and nonfunctional performance of the system early
design process to support design decisions.

Course Outcomes (COs)

By the end of this course, the student will be able to:
CO1: Understand the insights of System on Chip and describing architectures for
dominated and datdominated systems and réahe systems.
CO2: Understand hardware, sofine and issues in interface design.
CO3: Use cesimulation to validate system functionality.
CO4: Explore examples on SoC which emphasizes the issues in-systeanip design
associated with edesign, reuse, and verification.

Course Outline / Content

Unit Topics Week
1. | Introduction: Architecture of the presemfay SoCi Design 3
issues of SoCHardwareSoftware Cedesigni Core Libraries
EDA Tools.
2. | Design Methodology for Logic Cores:SoC Design Flowi 3

Guidelines for design reuseDesign procss for soft and firm
coresi Design process for hard cofieSystem Integration.

3. | Design Methodology for Memory and Analog Cores 3
Embedded memorie§ Design methodology for embedd
memoriesT Specification of Analog circuits High speed

circuits.

4. | Design Validation: CorelLevel validationi Core Interface 3
verification- SoC design validation.

5. | Core and SoC Design ExamplesMicroprocessor Coreis Core 2
Integration and Oschip busi Examples of SoC.

Text Books

=

Rochit Rajsowm&hj poSPesemn and Test

2. | Steve Furber, ARM Systen-Chip Architecture, 2nd ed, AddiseNesley
Professional, 2000.
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References

1. Ri car do Rei s & Jochen

A. G. Jess,

Componentsdé, Kluwer, 2004
2. LaungT er ng Wang, Charl es E. S t-an-Chipd Test
Architectureso, Morgan Kaufmann, 200
3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Fault Tolerant Computing Semester M. Tech

Department | Computer Science & Course Code | CST823
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:

1. Realise e widely applicable area of reliable and faolerant computing.

2. Explore faulttolerant design techniques.

3. Learn the characteristics of architectures of fault tolerant computers.
4. Uderstand the principles behifdult Tolerant Parallel/Distributed Ar¢actures.

Course Outcomes (COs)

By the end of this course, the student will be able to:

CO1: Understand the analysis and design of high reliability and availability syster
Realize the fault types, reliability techniques, and maintenance techniques
Address security and fault tolerant issues in mobile networks and internet.

COz:
CO3:
CO4:

Practice fault diagnosis of digital circuits and systems.

Course Outline / Content

Unit

Topics

Week

1.

Fundamental Concepts:Definitions of fault tolerance, fau
classification, fault tolerant attributes, reliability, availabil
and other dependability measures, organization of
tolerance and system structure. Dependability model
combinatorial and neoombinatorial languages.

2

Fault-Tolerant Design Techniques: Introduction to
redundancy theory; decision theory in redundant systems.
redundancy. Hardware fault tolerance, redundancy techni
detection of faults, Error detection mechanisms in hard
and software, replication and compressionhtégues, self
repairing techniques, concentrated and distributed vg
Recovery and atomic transactions in concurrent and distrik
systems.

Architecture of Fault-Tolerant Computers (case study):
Generalpurpose systems, higdvailability systers, longlife
systems, critical systems. Examples of commercial syst
generalpurpose, transactigprocessing systems, applicatio
in process control, telecommunications and safety syst
choice of the level (application, platform, hardware) and ae
of fault tolerance.

Fault diagnosis of digital circuits and systems: Fault
modelling, test generation, design for testability, signa
analysis, built in selfest. Testing of embedded syster

Software Fault Tolerance: Software faults and the
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manifestation, design techniques, reliability models, softy
defence, protective redundancy.

5. | Fault Tolerant Parallel/Distributed Architectures: Shared 3
bus and shared memory architectures, fault tolerant netw
Fault recovery techniques. Codingeory: application to faul
tolerant system designFault Detection in Cryptograph
Systems , Simulation Techniques

Text Books
1. | Parag Lala: "Fault tolerant and Fault Testable Digital Design" (Prentice
International).
2. | Pankaj Jalote: "Faultdlerance in Distributed Systems" (Prentice Hall)
References

=

| Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Architecture of High Semester M. Tech
Performance Computers

Department Computer Science & Course Code CST824
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

This course will enable students to:
1. Learn how to improve the quality of the programs tentfor execution on hig
performance computer systems.
2. Explore various activities that happen during program execution.
3. Understand principles of computer organization.
4. Uncover the internals of parallel architecture.

Course Outcomes (COs)

After completon of this course students will be able to:
CO1: Transform algorithms in the computational area to efficient programming co
modern computer architectures.
CO2: Write, organise and handle programs for scientific computations.
CO3: Exhibit knowledge onomponents of computer organization.
CO4: Realize the notion of responsibilities of operation system.

Course Outline / Content

Unit Topics Week
1. | Introduction: Introduction, history, applications and compone
of high performance computing. Basictiopization techniques fo 3

serial code Scalar profiling, The role of compilers, C
optimization. Programming in C/C++ for high performan
computing Program execution: Program, Compilation, Object 1
Function call and return, Address space, Data anejiresentation

2. | Parallel Processing: Concepts, Levels of parallelism (instructig
transaction, task, thread, memory, and function), Single com 3
parallelism, and Multcomputer parallelism.

3. | Computer organization: Memory, Registers, Imgiction set
architecture, Instruction processing Pipelined processors Pipel 3
Structural, data and control hazards, Impact on programr
Virtual memory: Use of memory by programs, Addre
translation, Paging Cache memor@rganization, impact o
progamming, virtual caches.

4. | Operating systems: Processes and system calls, Pro( 2
management-ile systems:Disk management, Name managemg¢
Protection.

5. | Parallel architecture: Inter-process communicatiol 3

Synchronization, Mutual exclusion, Bes of parallel architecture
Parallel programming with message passing using MPI.

Text Books
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1. | Introduction to High Performance Computing for Scientists and Engineers. Geag
Hager and Gerhard Wellein.

2. | "Highly Parallel Computing”,George S. Almasid Alan Gottlieb

References

=

Introduction to HighPerformance Scientific Computing, Victor Eijkhout, 2016.

2. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title System Level Design and Semester M. Tech
Modeling

Department Computer Science & Course Code | CST825
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

This course will enable students to:

1. Undergand the principles of modelling and design of complex embedded sy

with both hardware software components.
2. Explore Systenievel Design Languages.
3. Learn the capabilities of application specific processors.
4. Give emphasis on mathematical models for optation.

Course Outcomes (COs)

By the end of this course, the student will be able to:

CO1:

CO2:

CO3:
CO4:

Define appropriate systems architecture for the product, in accordance wi

practice framework standards.

Define the requirements of testing and evalnaturing both the developme

progress of the product.

Tailor a system engineering process to fit the specific needs of a project.

Exhibit the knowledge on Application Specific Systems.

Course Outline / Content

Unit

Topics

Week

1.

Introduction to embedded systems:Embedded syster
components, Embedded system Design Issues, Classifica
Applications ,Trends and Directions

2

Models of Computation, Languages:Overview, Models of
Computation (MoCs), Process models, State machine mg
Parallel programming models, threads, dataflow, pro
network$ Hierarchical and concurrent finite state mach
(FSM) models Systerhevel Design Languages (SLDLS
Goals, requirements, Communication and computation.

System synthesisDesign spacexploration and optimization
I Mapping and scheduling algorithms, exploration heuristics
i Systemlevel design tools: SCE.

Application specific processors: Classification, Applicatior
Specific  Systems. Applicatie8pecific  Instruction Se
Process@: Background, Instructions Set, Network Process
Application Specific memory, Low power design @
Applications.

Mathematical Model, types of Mathematical models ang
properties, Procedure of modelling, Graphical method:
Barterning model, Bsic optimization, Basic probability: Mont¢

Carlo simulation, Approaches to differential equation: H
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method, Local stability theory: Bernoulli Trials, Classical &
continuous models, Case studies in problems of engineerin
biological sciences.

Text Books

1. D. Gajski, S. Abdi, A. Gerstlauer, G.SchirndEmbedded System Desig
Modeling, Synthesis, VerificatigBpringer, 2009

2. Jeffrey Whitten, Lonni e Bentl ey,
McGraw Hill Education (India) Private Lirtad; 7 edition (2006).
References
1. Chiang Roger H. L., SiauKeng, Har d
Techniques, Methodol ogies, Approac
2. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Embedded Systems Design Lab | Semester M. Tech
Department Computer Science & Engineering | Course Code | CSL826
Credits 02 L T P
Course Type Lab 1 0 2

Course Objectives

This course will enable students to:
1. Understand the concepts and architecture of Embedded Systems
2. Get handon practices in interfacing ADC and DAC.
3. Learn and practice interfacing of peripherals.
4. Practice the design of ZigBee protowath ARM microcontroller.

Course Outcomes (COs)

By the end of this course, the student will be able to:
CO1: Demonstrate interfacing of ADC and DAC.
CO2: Analyse Interrupt performance characteristics of ARM and FPGA.
CO3: Work with flashing of LEDs, stepr motor and temperature sensor.
CO4: Implement ZigBee protocol with ARM.

Course Outline / Content

Unit Topics Week

[EEN

Study of ARM evaluation system

Interfacing ADC and DAC.

Interfacing LED and PWM.

Interfacing real time clocknd serial port.

Interfacing keyboard and LCD.

Interfacing EPROM and interrupt.

Mailbox

Interrupt performance characteristics of ARM and FPGA.

Flashing of LEDs.

Interfacing stepper motor and temperature sensor.

e
P |o|©R NG W N =
NINNR(R R R R R -

Implementing ZigBee protocol with ARM.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Real Time Systems Semester M. Tech

Department | Computer Science & Course Code | CST827
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Learn fundamental concepts on Real Time Systems.

Understand the functionalities of real time operating system (RTOS).

2.
3. Realize the tasks of RTOS.
4

Understand the pringies ofReal Time Communication and Real Time databases

Course Outcomes (COs)

After completion of course students will be able to:

CO1:
CO2:

CO3: Implementask assignment and scheduling for real time systems.
Infer knowledge on Network topologies and protocols for Real

CO4:

Evaluate the real time computing systems.
Acquire the knowledge on real time operating systems.

Communication.

Course Outline / Content

Unit

Topics

Week

Introduction to real time computingConcepts; Example of reg
time applicationsi Structure of a real time systeri
Characterization of real time systems and tasksard and Sofi
timing constraints, Design Challenged?erformance metrics
Prediction of Execution Time : Source code analysis, Mi
architecture level analysis, Cache and pipeline issu
Programming Languages for Rédme Systems.

Real time OS Threads and Tasks Structure of Microkernel
Time servicesi Scheduling Mechanisms Communication &
Synchronization Event Notification and Softwa interrupt.

Task assignment and Schedulin@ask allocation algorithms
Singleprocessor and Multiprocessor task schedulinGlock-
driven and prioritypased scheduling algorithmBault tolerant
scheduling.

Real Time CommunicatiorNetwak topologies and architectu
issuesi protocolsi contention based, token based, polled |
deadline based protocol, Fault tolerant routing. RTP and RT(

Real time Databaset Transaction prioritiesi Concurrency
control issuesi Disk schedulingalgorithms i Two phase

approach to improve predictability

Text Books

C.M. Krishna, Kang G. Shin, Real Time Systems, International Edition, Mc(

Hill Companies.
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References

=

Jane W.S. Liu, Redalime Systems, Pearson Education India, 2000.

2. |[Philip A. Lapl ant e a nTdme SysterpsoDesign ar
AnalysisTool s for the Practitioner 606 I

3. | Latest Relevant Research Papers
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Department of Computer Science& Engineering
National Institute of Technology Srinagar

Course Title | VLSI Digital Signal Processing | Semester M. Tech
Core
Department | Computer Science & Course Code | CST828
Engineering
Credits 03 L T P
Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Understand the fundamentals of VLS| and DSP.
2. Learn various DSP structures and their implementation.
3. Know design constraints of various filters.

4. Study the characteristics of Pipelined and Parallel Recursive Filters.

CourseOutcomes (COs)

After completion of course students will be able to:

CO1:
CO2:
COs3:

CO4:

Understand the overview of DSP concepts.

Improve the speed of digital system through transformation techniques.
Perform Pipelining and parallel processing in FIR systenashi@éve high spee

and low power.

Use Fast Convolution and Arithmetic Strength Reduction in Filters.

Course Outline / Content

Unit

Topics

Week

1.

Introduction to Digital Signal Processing: Linear System
TheoryConvolutiorCorrelationrDFT-FFT-Basc  concepts in
FIR Filters and IIR FiltersFilter Realizations.

2

Representation of DSP Algorithms Block diagrarasSFGDFG-
design examples and their reductidteration Bound: Data
Flow Graph Representationsoop Bound and Iteration Bourn
Algorithmsfor Computing Iteration BountlPM Algorithm.

3

Pipelining and Parallel Processing of Fir Filter: Pipelining
and Parallel Processing: Pipelining of FIR Digital Filte
Parallel Processing Pipelining and Parallel Processing for
Power. Retiming: Défitions Properties and problemSolving
Systems of Inequalities.

Fast Convolution and Arithmetic Strength Reduction in
Filters: CookToom Algorithm  Modified CookToom
Algorithm-Design of Fast Convolution Algorithm by Inspectic
Parallel FIR filersFast FIR algorithmdwo parallel and thre
parallel. Parallel architectures for Rank Order fit&dd Even
Merge sort architecturBank Order filter architecturBarallel
Rank Order filterdRunning Order Merge Order Soreow
power Rank Order filter.

Pipelined and Parallel Recursive Filters: Pipeline Interleaving
in Digital Filters Pipelining in 1st Order IIR Digital Filters

Pipelining in Higher Order IIR FiltersClustered Look ahea
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and Stable Clustered Look ahedearallel Processing follR
Filters and Problems. Scaling and RowftiNoise.

Text Books
1. |[K. K Parhi: AVLSI Di gi twady, 2r&liEdittoa Repript
2008.
2. John G. Proaki s, Dimitris G. Manol ak
of India, Ist Edition, 2009.
References

1. | Avatar sigh, Srinivasan S, Digital signal processing implementations using
microprocessors with examples, Thomson 4th reprint, 2004.

2. |U Meyerr-Baese, 0 Digital Signal Process

3. | Lates Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Special Topics in Hardware Semester M. Tech
Systems

Department | Computer Science & Course Code | CST829
Engineeing

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:

1. Learn various types of coprocessors and design suitabfgocessor interface t

ARM processor.
2. Compare various Network architaces.
3. Define metrics used for designing storage area networks.
4. lllustrate Mechanism and Key Technologies in 10T.

Course Outcomes (COs)

By the end of the course, the students will be able to:

CO1:
CO2:
COa3:
CO4:

Analyse the characteristics of ARM processors.
Impkement routing protocols used in computer networks.
Realize the need of storage area networks.

explore the applications of embedded computing systems and loT.

Course Outline / Content

Unit

Topics

Week

1.

ARM Processors An Introduction to Proessor Design
Processor architecture and organization. Abstraction in harg
design. ARM Assembly Language Programming, The A
Instruction Set, and The Thumb Instruction Set: The Thum
in the CPSR, ARM Processor Cores: ARM7TDMI. ARM
ARMOTDMI.ARM10TDMI Memory Hierarchy: Memory siz
and speed. Gohip memory

3

Advances in Computer Networks Foundation: Building &
Network, Requirements, Perspectives, Scalable Connect
Internetworking |: Switching and Bridging, Internetworkind
Network asa Graph, Distance Vector (RIP), Link State (OSH
Metrics, The Global Internet, Routing Areas, Routing am
Autonomous systems (BGP), IP Version 6 (IPv6), Mobility
Mobile IP, Endto-End Protocols: Simple Deaultiplexer (UDP),
Reliable Byte Stream(TE), Endto End Issues, Congestiq
Control and Resource Allocation Congestiwoidance
Mechanisms, DEC bit, Random Early Detection (RED).

Advances in Storage Area Networks Introduction: Serve
Centric IT Architecture and its Limitations; Storaig€entric IT
Architecture and its advantages, I/O Techniques: The Phy
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I/O path from the CPU to the Storage System, Sto
Virtualization: Definition  of  Storage  virtualizatiof
Implementation Considerations; Storage virtualization on B
or file level; SAN Architecture and Hardware device; Syst
Management, Requirement of management System, Supp
Management System, Management Interface,

4. | Embedded Computing Systems Introduction to embedde 2
systems: Embedded systems, Processor embeddedsystea,
Embedded hardware units and device in a system, Embg¢
software in a system, Examples of embedded systems.

5. | Internet of Things: What is The Internet of Things? Overvi¢ 3

and Motivations, Examples of Applications, IPV6 Role, Area
Developmat and Standardization, Fundamental IoT Mechar
and Key Technologies, Layer % Connectivity: Wirel
Technologies for the I0cWPAN Technologies for IoT/M2M
Cellular and Mobile Network Technologies for 10T/M2M, Lay
3 Connectivity:IPv6 Technologies fahe loT, Case Studie
illustrating loT Desigrintroduction, Data Analytics for loT
Introduction.

Text Books

1. |Larry Peterson and Bruce S Davis i

Edition, Elsevier2014.

2. |Raj Kamal , @A Embeidtdeeadt uUSryes,t efrsa g rAa nerhi
edition, Tata McGraw hidP013.
3. |Dani el Mi nol i, ABuilding the Inter
Evolving World of M2M Communicatio
References
1. [Mar i n Wol f, i C o mprundipkes of Brsbedd:d @gmputin

El sevi

Y

System Designo 2014 editi on,
2. |Robert

2011

Spal ding: fAStorage Net wo r-Kils

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineeng
National Institute of Technology Srinagar

Course Title Pervasive Computing Semester M.Tech

Department Computer Science & Course Code | CST830
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

This course will enable studerits
1. Learn the basic architecture and concepts till Third Generation Communication
systems.
2. Understand the latest 4G Telecommunication System Principles.
3. Explore the HCI in Pervasive environment
4. Apply the pervasive concepts in mobile environment

Course Outcomes (COs)

Upon completion of this course the students should be able to:
CO1: Obtain a thorough understanding of Basic architecture and concepts of till
Generation Communication systems.
CO2: Explain the latest 4G Telecommunication System Pregipl
CO3: Work on the pervasive concepts in mobile environment.
CO4: Implement the HCI in Pervasive environment.

Course Outline / Content

Unit Topics Week
1. Introduction: History i Wireless communications: GSNI
DECTi TETRAT UMTS i IMT i 20007 Blue tooth, WiFi, 2

WIMAX, 3G, WATM - Mobile IP protocols-WAP push
architectureVML scripts and applications. Data networks
SMSi GPRSi EDGE’T Hybrid Wireless100 Networks ATM
i Wireless ATM.

2. Overview of 4G Telecommunications System Introduction.
LTE-A System Architecture. LTE RAN. OFDM Air Interfac 3
Evolved Packet Core. LTE Requirements. LA#8vanced.
OFDMA i Introduction. OFDM Principles. LTE Uplitk SG
FDMA. Summary of OFDMA.

3. Pervasive Concepts and Elements Technology Treng
Overview - Pervaive Computing: Concepts Challenges- 3
Middleware - Context Awareness Resource Management
Humari Computer Interaction - Pervasive Transactio
Processing Infrastructure and Devices Wireless Networks
Middleware for Pervasive Computing SystemsResurce
Management- User Tracking Context ManagementService
Management Data ManagementSecurity Management.

4, HCI in Pervasive Computing. Prototype for Applicatior
Migration - Prototype for Multimodalities Humarn Computer 3
Interface in PervasiveEnvironments - HCI Service ang
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Interaction Migration- Context Driven HCI Service Selection
Interaction Service Selection Overviewser Devices Service

Oriented Middleware Support User History and Preference
Context Manager - Local Service Matieing - Global

Combination- Effective Region- User Active Scope Service
Combination Selection Algorithm.

5. Pervasive Mobile Transactions Pervasive Mobile Transactior
- Introduction to Pervasive Transactiongviobile Transaction 3
Framework - Unavailable Transaction Service Pervasive
Transaction Processing FrameworikContextAware Pervasive
Transaction Model Context Model for Pervasive Transacti
Processing ContextAware Pervasive Transaction ModelA
Case of Pervasive Transactions Dynamic Transactiof
Management - ContextAware Transaction Coordinatig
Mechanism Coordination Algorithm for Pervasive Transactig
- Participant Discovery Formal Transaction VerificationPetri
Net with Selective Transition.

Text Books
1. Alan Cdman, Jun Han, and Muhammad Ashad Kabir, Pervasive Social
Computing SociallyAware Pervasive Systems and Mobile Applications, Sprin
2016.
2. J.Schiller, "Mobil e Communicationo¢
References
1. Juha Korhonen, "lomti ! @ed Cotmmamitcat 4 @
Publishers, 2014
2. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | High Speed Networks Semester M.Tech

Department | Computer Science & Course Code | CST831
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Understand the overview of High speed computer networks and TCP/IP protocq
2. Learn the concept @@ongestion and Traffic Management
3. Explore the Integrated and Differentiated Services in the context of high
networks.
4. Realize the Quality of Service metricsthe context of high speed networks.

Course Outcomes (COs)

Upon completion of this cose the students should be able to:
CO1: Express the insights of high speed networks.
CO2: Understand congestion and traffic management principles.
COa3: Realise the TCP and ATM congestion control.
CO4: Understand the various integrated and differentiatedces and correlate th
Protocols for QoS Support.

Course Outline / Content

Unit Topics Week

1. | High Speed Networks:Frame Relay Networks Asynchronous 2
transfer modei ATM Protocol Architecture, ATM logica
Connection, ATM Cell ATM Service Categorei AAL, High

Speed LANs: Fast Ethernet, Gigabit Ethernet, Fiber Chaini
Wireless LANSs: applications, requiremerits Architecture of
802.11

2. | Congestion And Traffic Management: Queuing Analysis 3
Queuing Model$ Single Server QueuésEffects of Cogestion
I Congestion Controli Traffic Managementi Congestion
Control in Packet Switching Networkd Frame Relay
Congestion Control.

3. | TCP And ATM Congestion Control: TCP Flow control TCP 3
Congestion Control Retransmissiori Timer Management
Expanential RTO backoffil KARNOG s  AligWwindow
management Performance of TCP over ATM. Traffic ar
Congestion control in ATMi Requirementsi Attributes i
Traffic Management Frame work, Traffic Contio/ABR traffic
Managementi ABR rate control, RM cél formats, ABR
Capacity allocations GFR traffic management.

4. | Integrated And Differentiated Services: Integrated Service 3
Architecture 7 Approach, Components, Serviee®Queuing
Discipline, FQ, PS, BRFQ, GPS, WFQ Random Early
Detection, Differentisgd Services
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5. | Protocols For QoS Support:RSVP1 Goals & Characteristicyg 3
Data Flow, RSVP operations, Protocol Mechanisr
Multiprotocol Label Switchingi Operations, Label Stackin
Protocol detailss RTP 1 Protocol Architecture, Data Transf
Protoco] RTCP.

Text Books

1. (William Stallings, AHi gh Speed N e

Second Edition, 2002
References

1. [l rvanPepelnjk, Jim Guichard, Jef f
Press, Volume 1 and 2, 2003.

2. | Latest Rlevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Cyber Law and Forensics Semester M.Tech

Department | Computer Science & Course Code | CST832
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:

1 Understand Cyber Law and Forensics

1 Get insights and understanding of Cybdames, cyber rights Computer forens
fundamentals.
Analyse various amputer forensics technologies.
Identify methods for data recovery and to apply the methods for preservat
digital evidence.

1
1

Course Outcomes (COs)

By the end of this course, the student will be able to:
CO1: Understand the principles of cyber lawdaled across the world.
CO2: Realize the use of Cyber Forensics and physical evidence.
CO3: Be aware of Cyber Crimes.
CO4: Explore about digital forensics and different offences under IT Act, 2000.

Course Outline / Content

Unit Topics Week

1. | Introducti on: Computers and its Impact in Society, Overview 3
Computer and Web Technology, Need for Cyber Law, C}J
Jurisprudence at International and Indian Level.
Cyber Law - International Perspectives UN & Internatior
Telecommunication Union (ITU) InitiatigeCouncil of Europe
Budapest Convention on Cybercrime, ABiacific Economig
Cooperation (APEC),Organization for Economic-Queration
and Development (OECD),World Bank, Commonwealth
Nations

2. | Cyberspace Rights:Constitutional & Human Rights Ises in 2
Cyberspace Freedom of Speech and Expression in Cyber
Right to Access Cyberspade Access to Internet, Right {
Privacy, Right to Data Protection.

Cyber Forensics:Introduction and Forensic Types
Physical Evidence:Finger prints on devices.

3. | Cyber Crimes: Cyber Crimes & Legal Framework Cyb 3
Crimes against Individuals, Institution and State, Hack
Digital  Forgery, Cyber  Stalking/Harassment, Cy
Pornography, Identity Theft & Fraud ,Cyber terrorism.

4. | Cyber Defamation: Cyber Defamabn, Different offences unde 3
IT Act, 2000, Cyber Torts Cyber Defamation, Different Type;
Civil Wrongs under the IT Act, 2000, Electronic Eviden
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Intellectual Property Issues in Cyber Space Interface
Copyright Law, Interface with Patent Law, Teadarks &
Domain Names Related issues

5. | System Forensics:File signatures, volatile/newolatile data, 3
File formats, Metadata, existing system forensics tools
Network Forensics: Firewalls, Intrusion Detection Syster
Security event management software

Google Forensicsanalysis of search data/information gathereg
from various google services.

An Indian perspective on digital forensics: Indian IT act,
Cyber laws, Case studies.

Indian Context of Jurisdiction and IT Act, 2000. Internatio
Law and Juridictional Issues in Cyberspace.

Text Books

1. | Chris Reed & John Angel, Computer Law, OUP, New York, (2007).

2. | Sudhir Naib, The Information Technology Act, 2005: A Handbook, OUP, New Yo

(2011)
References
1. | Justice Yatindra Singh, Cyber Laws,ilgrsal Law Publishing Co, New Delhi, (2017
2. | S. R. Bhansali, Information Technology Act, 2000, University Book House Pvt. Lt

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institut e of Technology Srinagar

Course Title | Network Management Semester M.Tech

Department | Computer Science & Course Code | CST833
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Assess the need mteroperable network management.
2. Understand the concepts and architecture behind standards based 1
management.
3. lllustrate the concepts and terminology associated with SNMP.
4. Learn the applications of Network Management.

Course Outcomes (COs)

By the end of the course, the students will be able to:
CO1: Analyse the current status of network management principles.
CO2: Learn the components in Network Management Model.
COa3: Evaluate the importance of SNMP Network Management.
CO4: Identify the variousomponents of Broadband Network Management and ex
the applications of network management.

Course Outline / Content

Unit Topics Week

1. | Introduction: Analogy of Telephone Network Manageme 3
Data and Telecommunication Network, Distributed compu
Environments, TCP/HBased Networks: The Internet a
Intranets, Communications  Protocols and  Standa
Communication Architectures, Protocol Layers and Serv
Network and System Management, Network Manager
System platform, Current Status and Futusé Network
Management.

2. | Basic Foundations:Standards, Models, and Language: Netw 2
Management Standards, Network Management Mc
Organization Model, Information Modeli Managemen
Information Trees, Managed Object Perspecti
Communication Model

3. | SNMPv1l Network Management: Managed Network: Th 3
History of SNMP Management, Internet Organizations

standards, Internet Documents, The SNMP Model,

Organization Model and System Overview. The Informa
Model 7 Introduction, The Structure fo Managemeni
Information, Managed Objects, Management Information B
The SNMP Communication Modé&l The SNMP Architecture
Administrative Model, SNMP Specifications, SNMP Operatio

4. | Broadband Network Management: Broadband Acces 3
Networks and Tealologies: Broadband Access Networ
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Broadband Access Technology, HFCT Technology:
Broadband LAN, The Cable Modem and CMTS Managem
HFC Link Management, RF Spectrum Management, [
Technology; Asymmetric Digital Subscriber Line Technoldg
Role of the ADSL Access Network in an Overall Netwo
ADSL Architecture, ADSL Channeling Schemes, AD
Encoding Schemes;

5. | Network Management Applications:  Configuration 3
Management Network Provisioning, Inventory Manageme
Network Topology, Fault Managemie Fault Detection, Faul
Location and Isolation Techniques, Performance Managein
Performance Metrics, Data Monitoring, Problem Isolat
Performance Statistics; Event Correlation TechnigueRule-
Based Reasoning, ModBhsed Reasoning, Case Bag
Reasoning, Codebook correlation Model, State Transition G
Model, Finite State Machine Model.

Text Books

1. |J. Richard Burke: Network management Concepts and Practices: a -Glaf
Approach, PHI, 2008

References

1. | Benoit Claise, Ralf Wolter. "Netwk Management: Accounting and Performanc
Strategies".Cisco Press, 2007.

2. | Latest Relevant Research Papers

Page |81
NITSRI/M. Tech/Computer Science and Engineering/2023



Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Network Programnmg Semester M. Tech

Department | Computer Science & Course Code | CST834
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Focus on the programming aspects of computer networks.

2. Introduce practial aspects of computer network programming, with emphasis 0
Internet.

3. Understand the TCP/IP protocol stack and some of its important protocols.

4. Expose to multtier application development and RPC technologies including: F
CORBA, EJB, and Web ®éces.

Course Outcomes (COs)

By the end of the course, the students will be able to:

CO1: Understand the concepts and foundations of network programming

CO2: Develop sockets based network programs.

COa3: Build concurrent programming models that arel dsebuilding web servers.
CO4: Design server application using Sef8ate Programming and develop w

applications by incorporating MVC pattern.

Course Outline / Content

Unit

Topics

Week

1.

Overview of multitier enterprise applications, review ofely,
technologies (HTML, XHTML, CSS, JavaScript, HTML DO
NetBeans IDE, J2SE, J2ME, and Design Patterns

Review of Computer Networks, OSI Model, TCP/IP proto
suite

2

User Datagram Protocol, Internet Control Protocol, U
Programming in Java. Transmision Control Protocol
Multithreading & TCP Sockets Programming in Java

Security Overview, Java Cryptography Extension (JCE),
Java Secure Socket Extension (JSSEyail (Java Mail):
SMTP, POP, IMAP, HTTPCookies & HTTP Proxies, UR
Programming

Asynchronous JavaScript and XML (AJAX), Common Gate\
Interface (CGl), Introduction to Serv&ide Programming usin
Java Servlets, Creating Servlet Based Web Applications. S¢
Session Management. Java Naming and Directory Inte
(JNDI).

Introduction tdEnterpriseJava Beans (EJB), Session Beg
Entity Beans, Java Server Pages (JSP), JSP vs. Se

Handling HTML Forms using JavaBeans, MVC pattern, J
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Server Faces (JSF), Input Validation, Site Navigation, Datal
Connectivity.Web Services (Clients and Servers), SOAP, UL
Remote Method Invocation (RMI), Common Object Bro
Architecture (CORBA).

Text Books

1. | David Reilly and Michael ReillyJava Network Programming and Distribut
Computing AddisorWesley (ISBN: 6201-7103%4).

2. W. Richard StevensTCP/IP lllustrated, Volume 1: The Protocpléddison
Wesley, 1994 (ISBN0201633469).

References

1. | Unix Network Programming, The Sockets Networking API, Volumes 1, by W
Richard Stevens, Bill Fenner, Andrew M. Rudoffppished by AddisonNesley

N

Java Network programmingind ed., by Hugues, Shoffner, and Hamner,

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Network and System Security | Semester M.Tech

Department | Computer Science & Course Code | CST835
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:

1. Understand the issues reldti® security in modern networked computer systems.
2. Exposed to learn securitglevant decisions in designing IT infrastructures, techniqu
secure complex systems and practical skills in managing a range of systemg

personal laptop to largecaleinfrastructures.
3. Learn web security essentials.
4. Explore network defences aMbbile platform security models.

Course Outcomes (COs)

By the end of the course, the students will be able to:

CO1:
CO2:

CO3:
CO4:

Identify vulnerabilities of IT systems.

Use basic sadty tools to enhance system security and can develop basic sé

enhancements in staadbne applications.
Evaluate web Application Security metrics.

Understand malicious Software and Software Security and explore Securit

Managemenprinciples.

Course Outline / Content

Unit

Topics

Week

1.

Computer Security Concepts Introduction to Information
Security, Introduction to Data and Network Security, Integrity,
Availability, NIST FIPS 199 Standard, Assets and Threat Mog
Examples
Control Hijacking — Attacks and defenses, Buffer overflow &
control hijacking attacks
Network Protocols and Vulnerabilitiess Overview of basig
networking infrastructure and network protocols, IP, TCP, Rou
protocols, DNS.

2

Exploitation techniques and fuzzing Finding vulnerabilities ang
exploits
Dealing with Legacy code Dealing with bad (legacy) applicatig
code: Sandboxing and Isolation.

Least privilege, access control, operating system securityrhe
principle of least privilege, Accessomtrol concepts, Operatin
system mechanisms, Unix, Windows, Chromium, and Android.

Basic web security model Browser content, Document objg
model (DOM), Samerigin policy.

Web Application Security- SQL injection, Crossite reques
forgery, Cressite scripting, Attacks and Defenses, Generating
storing session tokens, Authenticating users, The SSL protoco
lock icon, User interface attacks, Pretty Good Privacy.
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4. Network Defenses Network defense tools, Secure protoc
Firewalls, VPNs, Tor, 12P, Intrusion Detection and filters, Hg
Based IDS vs NetworBased IDS, Dealing with unwanted traffi 3
Denial of service attacks.

Malicious Software and Software Security Malicious Web,
Internet Security Issues, Types of Internet Securisgués,
Computer viruses, Spyware, képggers, Secure Codin
Electronic and Information Warfare.

S. Mobile platform security models- Android, iOSMobile platform
security models, Detecting Android malware in Android markets
Security Risk Management How Much Security Do You Reall 3
Need, Risk Management, Information Security Risk Assessr
Introduction, Information Security Risk Assessment: Case Stu
Risk Assessment in PracticeThe Trusted Computing
Architecture- Introduction to Trusted Compang, TPM
Provisioning, Exact Mechanics of TPM.

Text Books

1. | William Stallings, Network Security Essentials: Applications and Standards, Pren
Hall, 4th edition, 2010.

2. . Michael T. Goodrich and Roberto Tamassia, Introduction to Computeritgecur
Addison Wesley, 2011.

References

1. | William Stallings, Network Security Essentials: Applications and Standards, Pren
Hall, 4th edition, 2010.

2. Alfred J. Menezes, Paul C. van Oorschot and Scott A. Vanstone, Handbook of A
CryptographyCRC Press, 2001

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Distributed and Parallel Semester M.Tech
Computing

Department | Computer Scienc& Course Code | CST836
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Gain knowledge on principles and practice underlying in the design of distri
systems.
2. Learn the algorithms and ajpgations in distributed computing.
3. Know the insights of Distributed operating systems.
4. Understand the principles of Distributed resource management.

Course Outcomes (COs)

By the end of the course, the students will be able to:
CO1: Realize the foundatisrof Distributed Systems.
CO2: Explore the algorithms and components of distributed systems.
CO3: Understand in detail the functionalities of Distributed operating systems.
CO4: Gain knowledge on Distributed resource management, load balancing a
protocols for Failure recovery and fault tolerance.

Course Outline / Content

Unit Topics Week

1. |An overview of parallel computing Languages an
programming environments, Message passing compy
Partitioning and dividandconquer strategies, Pipeling 3
computations, Synchronous computations, Load balancing
termination detection, Programming with shared memory.

2. | Algorithms and applications. Components of distribute 3
systems, Communication technologies, communication ser\
Distributed algorithms and protocols: examples of distriby
algorithms, clock synchronization, logical and vector clo
election algorithms, consensus algorithms, proof of correct
complexity analysis.

3. | Distributed operating systems systemmodels, file serviceg
name services, process synchronization and coordination, 3
studies. Distributed shared memory: algorithms for implemer
DSM, coherence protocols.

4. | Distributed resource management load sharing, loaq
balancing, @source monitoring.

N

5. | Failure recovery and fault tolerance checkpointing, recovery 3
fault-tolerant models and protocols. Research issues
distributed systems, retéime protocols, standardization issu
cluster and grid computing.

Text Books
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1. |[George Coul ouri s, Jean Del |l i mor e

Concepts and Desi gno, Pearson E

2. |Ajay D. Kshemkal yani and MukieRsrhiSn oi

3. | Andrew S. Tanenbaum and Maartera n St een. ADi stril

and Paradigmso (DSPD), Prentice Ha
References

1. [Mukesh Singhal and N. G. Shivaratr

2. | Parallel Programming: Techniques and Applications Using Netwa
Workstatons and Parallel Computers, by Barry Wilkinson, Michael Allen. Pre
Hall.

3. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Advanced Cryptography Semester M.Tech

Department Computer Science & Course Code | CST837
Engineering

Credits 3 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:

1. Learn fundamental concepts of computer security and cryggbgrand utilize thes

techniques in computing systems.
2. Use pseudo random number generation algorithm in practice.

3. Implement cryptography algorithms such as Message Authentication Codes (|

and Public Key Signature Schemes.

4. Explore the use cases of Nek Security Internet security protocols.

Course Outcomes (COs)

By the end of the course, the students will be able to:

CO1:
CO2:

COa3:
CO4:

Realize the applications of Cryptography in the current scenario.
Acquire knowledge on standard algorithms used to prowidféentiality, integrity

and authenticity.

Implement the various key distribution and management schemes.
Design security applications in the field of Information technology.

Course Outline / Content

Unit

Topics

Week

1.

Introduction :Attacks on computers and computer secur
need for security, approaches , principles, types of att
,operational model of network security Cryptography conc
and techniques, substitution, transposition, encryption
decryption, symmetric, Asymmetric keryptography, key rang
size, possible type of attacks.

2

Symmetric-Key Cryptography: DES Block ciphers mode
feistel ciphers DES. working of DES ,cracking des ,problem
des., 2DES, 3DES, des design ,Side channel attacks, Differ
cryptanalgis. AES, overview of Rijndael comparison with
others. Symmetric ciphers, Blowfish in practice ,R(
RC5,RC6,IDEA.

Asymmetric-Key  Cryptography: RSA, Elliptic curve
cryptography ECC, Digital certificates.

Cryptographic Hash Functions Hashing schemes SHA-
family, MAC, Digital Signature RSA ElI Gomel , DSS DS
Authentication Protocols , applications Kerberos, X.|
Directory services

Network Security Internet security protocols SSL,TLS TSP
WAP security, SET Hashing Authentication &ignature
Schemes Hnail security, Email architecture SSL, PGP, MIM

S/MIME Internet Protocol Security ( IPSec) IPSec architect
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IPSec verses other layers security Mobile IPSec, VPN,
security SSL, TLS, SET etc

5. System Security Intruders, types of attacks, protecting agai
Intruders honeypots, scanning and analysis tools, Viruses
worms, types of viruses, protection, Firewall architect 3
implementing firewalls, xml firewalls, trusted systems, trug
system applications, mulkevel security, trusted product
Security implementation, wireless security, securities in Ad

networks.
Text Books
1. Cryptography And Network Security Principles and Practices William Stall
Prentice Hall
2. Cryptography and Network SecuriBehrouz A. Forouzan, Tata McGraill
3. Wade Trappe, Lawrence C Washingtgdg
coding theoryo, Pearson Educati on.
References
1. W. Mao, fAModerifh@nypt aggdafPhywcti ceo
2. Charles P. Pfleaqy, Shari Lawrence PfleegeiSecurity in computing Prentice
Hall of India.
3. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Advances in Wirelss Semester M.Tech
Communication

Department Computer Science & Course Code | CST838
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

This course will enable students to:
1. Study the different channel models in wireless communicstio
2. Analyse the capacity of different wireless channels.
3. Compare the various multiple access techniques.
4. Explore Multiuser detection techniques.

Course Outcomes (COs)

By the end of the course, the students will be able to:
CO1: Understand the wirelessarimel characteristics and its statistical models.
CO2: Be well versed with the popular wireless communications technologies.
CO3: Understand the achievable capacity of digital communications oveivairyieg
fading channels.
CO4: Formulate adaptive powand rate control in OFDM and MIMO systems.

Course Outline / Content

Unit Topics Week

6. Mathematical preliminaries: Review of probability theory 2
Essentials of (convex) optimization theory, Essentials
information theory.

7. Wireless channel models amh latest multiple access 3
Technologies Introduction to various channel models (nam
frequency flat, frequency selective, Rayleigh and Rician fa
models).

8. Introduction to CDMA and associated standards 3
Introduction to OFDM, Capacity of scalar wiges channels
Introduction to the notion of channel capacity, Capacity of t
invariant channels, Capacity of time varying (or fadi
channels.

9. Capacity of vector (MISO, SIMO, MIMO) channels and 3
spatial Multiplexing : Capacity of MISO and SIMO chansdor
both time varying and time invariant cases, Capacity of Ml
systems, VBLAST and DBLAST, STBC and STTC.

10. Multiuser detection (MUD): Introduction to MUD, Lineal 3
decorrelator, MMSE MUD, Adaptive MUD, Application
convex optimization to wirelesdesign: Minimizing PAPR i
OFDM systems via convex optimization, Applications of con
optimization to MAC and flow control problems.

Text Books

1. | David Tse and Pramod ViswanaFyndamentals of wireless communicatio
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Cambridge University Press, BirEdition, 2012

2. Henrik Schulz And Christian L'uder§heory and Applications of OFDM an
CDMA Wideband Wireless Communications, , John Wily & Sons, First Edi
2005

References

3. Goldsmith AndreaWireless Communications, CAMBRIDGE UNIVERSIT]
PRESSFirst Edition ,2005

4, L.Hanzo,M.Munster, B.J.Choi and T.Kell@FDM and MGCCDMA for
Broadband Multiuser Communications, WLANs and Broadcasting, John Wilg
Sons,2003

3. Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Multimedia Communications | Semester M.Tech

Department Computer Science & Course Code CST839
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

This course will enable students to:
1. Understand the fundamentals of the technologies in Multimedia Communication
2. Learn the principled design of effective media for entertainment, communicatior
3. Analyse various compression schemes.
4. Explore the multimedi Systems Architecture.

Course Outcomes (COs)

After completion of this course students will be able to:
CO1: Compare NoriTemporal and Temporal Media.
CO2: Understand the applications of Multimedia Communication Technology.
CO3: Analyse the various congssion techniques for image, audio and video.
CO4: Explore various application of Multimedia Information Management.

Course Outline / Content

Unit Topics Week
1. | Introduction: Introduction to Multimedia and its Application
Concept of Non Temporal andTemporal Media. NofTemporal 2

Media: Images, Graphics, Text. Temporal Media: Video, Au
and Animation. Hypertext and Hypermedia.  Presentati
Synchronization, Events, Scripts and Interactivity, Introductio|
Authoring Systems.

2. | Multimedia  Communication Technology:  Multimedia
Communications, multimedia communication protocols (U] 3
RTP, RTCP, XTP, TELNET, IP Multicast etc), netwc
performance parameters, streaming. Multimedia input and o
technologies, storage and retrieval technologies.

3. | Compression Techniques:Basic concepts of Compression, T
Compression. Still Image CompressiodPEG and other Imag 3
Compressions. Features of JPEG2000. Video Compres
MPEG- 1&2 Compression Schemes, MPHG Natural Video
Compression.

Audio Conpression Introduction to speech and Aud
Compression, MP3 Compression Scheme.

4. | Multimedia Systems Architecture: General Purpose Architectu 3
for Multimedia  Support: Introduction to  Multimed
PC/Workstation Architecture, Characteristics of MMXtmstion
set. /0 systems: Overview of USB port and IEEE 1394 interi
Operating System Support for Multimedia. Data: Resol
Scheduling with realime considerations, File System, 1/O Dev
Management.
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5. | Multimedia Information Management and Virt ual Reality: 3
Multimedia Database Design, Content Based Informa
Retrieval: Image Retrieval, Video Retrieval, Overview of MPE(
Design of videeon-Demand Systems. Introduction to Virtu
Reality and Virtual Reality Systems, Related Technologies.

Text Books

1. | Multimedia System Design, Andleigh and Thakarar , PHI

no

Multimedia Technology & Application, David Hillman, Galgotia

3. | Multimedia Communications by Fred Halsall

References

=

Multimedia Computing Communication and Application, Steinmeearson Edn.

no

Virtual Reality Systems, John Vince, Pearson Education.

3. | Latest Relevant Research Papers

Page |93
NITSRI/M. Tech/Computer Science and Engineering/2023



Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Mobile Canputing Semester M.Tech

Department Computer Science & Course Code | CST840
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Learn the basics of mobile telecommunication system.
2. Be familiar wih the network layer protocols and Atbc networks.
3. Know the basis of transport and application layer protocols.

4. Gain knowledge about different mobile platforms and application development.

Course Outcomes (COs)

After completion of this course studemisl be able to:

CO1:
CO2:
CO3:

CO4:

Correlate the basics of mobile telecommunication systems

lllustrate the generations of telecommunication systems in wireless networks
Determine the functionality of MAC, network layer and Identify a routing prot

for agiven Ad hoc network
Realise the functionality of Transport and Application layers

Course Outline / Content

Unit

Topics

Week

1.

Introduction: Introduction to Mobile Computing Applications
of Mobile Computing Generations of Mobile Communicatig
Technologies Multiplexing i Spread spectrurMAC Protocols
i SDMA- TDMA- FDMA- CDMA.

Mobile Telecommunication Systems:ntroduction to Cellulat
Systems- GSM 1 Services & Architecturei Protocols i
Connection Establishmeiit Frequency Allocatiori Routing i
Mobility Management Securityi GPRSUMTSI Architecture
i Handoverli Security.

Mobile Network Layer: Mobile IP i DHCP 1 AdHod
Proactive protoceDSDV, Reactive Routing Protocols DSR,
AODV , Hybrid routing i ZRP, Multicast Routing ODMRP,
Vehicular Ad Hoc networks ( VANET)MANET Vs VANET 1
Security.

Mobile Transport And Application Layer: Mobile TCH
WAP i Architecturei WDP1T WTLS T WTP1TWSPi WAE i1
WTA Architecturei WML.

Mobile Platforms and Applications: Mobile Device Operating
Systemd Special Constraints & Requiremeiit€ommercial
Mobile Operating SystenisSoftware Development Kit: iOS,
Android, BlackBerry, Windows PhorieM-Commercé
Structurel Pros & Cond Mobile Payment Systeiin Security
Issues.

Text Books
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1. Jochen Schilleiviobile CommunicationsPearson EducationpdEdition, 2009.

2. Kurnkum GargMobile ComputingPearson Education , 2010

3. Asoke K Talukder, Roopa R YavagMpbile ComputingTMH 2008.

References

1. Uwe Hansmann, Lothr Mer k , Martin S. Ni ckl o
of Mobile Computingo, Springer, 20

2. William. C.Y. Lee, fdMobi | @nalBgand Digitah r
Systemso, Second Edition, Tat aMcGr a

3. Latest Relevant ResearPapers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Special Topics in Networks Semester M.Tech

Department | Computer Science & Course Code | CST841
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

This course will enable students to:
1. Learn the basics of wireless physical layer.
2. Explore wide range of applications of sensor networks.
3. Understand the characteristics of mesh network3/ihAX.
4. Study important research issues in wireless networking.

Learning Outcomes

After completion of this course students will be able to:
CO1: Understand the concepts of wireless physical layer.
CO2: lllustrate the applications of wireless sensor neg¢svo
CO3: Explore the applications and issues in wireless mesh networks and WiMAX.
CO4: Analyze security issues in wireless networks.

Course Outline / Content

Unit Topics Week

1. | Wireless Physical Layer wireless propagation channeg 2
transceivers andgnal processing, multiple access and advar
transceiver schemes, and standardised wireless systems.

2. | Sensor Networks Single Node Ar ¢ 3
Architectur e, Physical L 8
Protocols, Naming and Addressing, Tinf&ynchronization
Localization and Positioning, Topology Control, Rout
Protocols, Data Centric and

3. | Mesh Networks Architectures and Deployment Strategies 3
Wireless Mesh Networks, Erfd-End Design Principles fg
Broadbad Cellular Mesh Networks, Medium Access Coni
and Routing Protocols for Wireless Mesh Networks, Chal
Assignment Strategies for Wireless Mesh Networks.

4. | WIMAX : Cognitive radio, cooperative communications g 3
relaying, video coding, 3GPP Long Terfvolution, and
WiMax; plus significant new sections on mulser MIMO,
802.11n, and information theory.

5. | Security for wireless networks PairWise Key Establishment, 3
Clone Detection, Secure Data Aggregation.
Text Books
1. | Wireless CommunicationsAndreas F. Molisch, John Wiley and Sons, 2005

2. | Protocols and Architectures for Wireless Sensor Netwokager Karl and
AndreasWillig, John Wiley and Sons, 2005

3. | Wireless Mesh NetworksArchitectures and Protocols, Hossain, Ekram, Leung
Kin K, Springer Signals & Communication, 2008.
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References

=

Al nformati on Theory and Codingo by

2. | Information Security: Principles and Practiddark Stamp, John Wiley and Sons
2005

3. | Latest Relevant ResearPlapers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Introduction to Data Semester M.Tech
Science

Department Computer Science & Course Code CST&12
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

This course will enable students to:
1. Learn the fundamentals of statistics and probability required for data science.
2. Apply statistical methods to formulate and test data hypotheses
3. Apply datistical inference to uncover relationships within ests
4. Understand the role of ML and DL in the data science pipeline

Learning Outcomes

After completion of this course students will be able to:
CO1: Describe and visualize the data that is usethby science applications.
CO2: Demonstrate skills in inferential statistics.
CO3: Model the data using statistical tools
CO4: Design and develop data science systems.

Course Outline / Content

Unit Topics Week
1. | Introduction: what is data science? Al and Data Scienc
related? Knowledge Representation & Reasoning, Dec 2

Making, Data collection, Processing and storing data.

2. | Describing Data and Visualizations: Descriptive statistics
different types of data, describing relationship betweamables. 3
Measures of Centrality and Spread, Effect of Transformation
the measures of centrality. Visualizations: Histogram, Stem
Leaf Plots, Box plots.

3. | Inferential Statistics: sample spaces, events, random variak
distribution and samimg strategies, Central Limit Theorem, €l 3
square distribution, Point and Interval estimators. Problems in
Science Handling missing data, case study.

4. | Modeling Data: statistical modeling Hypothesis Testing, Tw 3
tailed & one tailed z test, two tailed & one tailed -t test.
Algorithmic modelling- Machine Learning Algorithms.

5. | Engineering Data Science System&ngineering Aspects of Da 3
Science, System Perspective of Data Science, Bus
Understanding, Data Understanding, PreparationM&delling,
Evaluation & Deployment, and Programming Tools.

Text Books
1. |Cat hy OO6Nei | and Rachel Schutt. Doi
Frontline. OOReilly. 2014.

2. | Jure Leskovek, Anand Rajaraman and Jeffrey Ullman. Mining of Massias&at
v2.1, Cambridge University Press. 2014.

Page |98
NITSRI/M. Tech/Computer Science and Engineering/2023



3. | Foster Provost and Tom Fawcett. Data Science for Business: What You Need
Know about Data Mining and Datmalytic Thinking. ISBN 1449361323. 2013.

References

1. | Foster Provost and Tom Fawcett. DataeB8ce for Business: What You Need
Know about Data Mining and Datmalytic Thinking. ISBN 1449361323. 2013.

2. | Latest Relevant Research Papers
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Big Data Semester M. Tech

Department Computer Science & Course Code | CST843
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. To gain an insight into development and consequences with Big Datzefis.

2. To learn big data analysis tools and techniques to foster better business dwraision
3. To gain deep insight of Big Data for specific products like Hadoop training.

4. To learn ways to query data using pig and hive.

Course Outcomes

By the endof course, students will be able to:
CO1. Store, manage, and analyse unstructured data.
CO2. Realise data analytic life cycle, patterns and design map reduce programs.
COa3. Assess the big data analytic architecture and Hadoop environment.
CO4. Querying data with Pig and Hiand analyse difference between Hive and Pig.

Course Outline / Content

Unit Topics Week

1. Introduction: Big Data Overview- State of the practice in analytiey 2
The role of the Data ScientisBig Data Analytics in Industry Verticals
Big data sources.

2. Data Analytic patterns: Key roles for a successful analytic projeq 3
Main phases of the lifecycle. Introduction to MapReduce/Hadoof
analyzing unstructured datkesign patterns Filtering Patternsloin
PatterndMeta Patterns- Hadoop ecosystenof tools - In-database
Analytics- NoSQL, JSON store.

3. Big data analytic architecture and Hadoop: Big Data From 3
Technology PerspectiveHadoop: Components of Hadoop, Applicati
Development in Hadoop, The Distributed File System: HDFS, Ha
Cluster Architecture.

4. MapReduce Algorithm Design: MapReduce Basics- Functional 3
Programming Roots Mappers and Reducef$he Execution Framewor
- Partitioners and CombinerdMapReduce Algorithm Design Local
Aggregation- Pairs and Stripes Computirg Relative Frequencies
Secondary SortindRelational Joins.

5. Pig and Hive Pig: Need of Pig, Pig high level commands, Pigvs. N 4
Reduce, Use cases of Pig, Pi gob
Conceptual data flow, Pig latin program, Pigtal modelsHive: Use
cases of Hive, Pig vs. Hive, Hive architecture and components, Prir
and complex types in Hive, Hive data model, Basic hive operat
executing Hive scripts and Hive UDFs.

Text Books
1. Noreen Burl i ngameDatoaldoi t tHde. B0o0olk2 o f
2. Tom Whit e, AHadoop |, the definitiywv
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References

1. Donald Miner, AMap Reduce Design P
Analytics for Hadoop and Ot her Sys
2. NathanMar z ABi g Dat a: Princi pl #me daa
systemso, Manning Publications, 2
O6Rei Il l'y Radar [ kindle Edition], 2
3. Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Data Mining Semester M.Tech

Department | Computer Science & Course Code | CST844
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

PwpnPE

To understand data warehouse concepts, architecture, business analysis and tog
To understand data pprocessing and data visualization techniques

To study algorithms for finding hidden and interesting patterns in data
To understandrad apply various classification and clustering techniques using too

Course Outcomes

Upon completion of the course, the students should be able to:

CO1. Design a Data warehouse system and perform business analysis with OLAP
CO2. Apply frequent pattern @ahassociation rule mining techniques for data analysis
CO3. Apply appropriate classification and clustering techniques for data analysis

CO4. Use Weka tool to apply ML algorithms on real life dataset.

Course Outline / Content

Unit

Topics

Week

1.

Data warehouse andOLAP: Basic Concepts Data Warehousing
Component$ Building a Data WarehougeDatabase Architectures fo
Parallel Processing Parallel DBMS Vendor$ Multidimensional Data
Model i Data Warehouse Schemas for Decision Support, Con
Hierarchies -Charateristics of OLAP Systemdg Typical OLAP
Operations, OLAP and OLTP.

3

Introduction to Data Mining : Knowledge Discovery ProcegsData
Mining Techniques Issuesi applications Data Objects and attributé
types, Statistical description of data, DatapiPoeessingi Cleaning,
Integration, Reduction, Transformation and discretization, D
Visualization, Data similarity and dissimilarity measures.

Frequent Pattern Analysis Mining Frequent Patterns, Association
and Correlationsi Frequent Pattern Ming Methods Pattern
Evaluation Method Pattern Mining in Multilevel, MuliDimensional
Space Constraint Based Frequent Pattern Mining, Classification ug
Frequent Patterns

Classification, Clustering, outlier analysis Decision Tree Induction
Bayesian Classificatioil Rule Based Classificatioin Classification by
Back Propagatiori Support Vector Machine§ TLazy Learnersi
Model Evaluation and Selectiefechniques to improve Classificatio
Accuracy. Clustering Technique$ Cluster analysi$artiioning
Methodsi Hierarchical Methodd Density Based Methods Grid
Based Methodsi Evaluation of clusteringi Clustering high
dimensional dataClustering with constraints, Outlier analysigtlier
detection methods.

WEKA Tool: Datasetsi Introductian, Iris plants database, Brea

3
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cancer database, Auto imports databasetroduction to WEKA, The
Exploreri Getting started, Exploring the explorer, Learning algorithn

Clustering algorithms, Associatibrule learners.

Text Books

Kamber anadt aHaMi,nifinp Concepts and T

Ltd. Elsevier Publications Second Edition, 2012.

Al ex Berson and Stephen J. Smith,

Tata McGrawi Hill Edition, 35th Reprint 2016.

References
lan HWittena d Ei be Fr ank, "Data Mining:
and Techniques, Elsevier, Second Edition.
Refer latest relevant research papers.
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Department of Computer Science & Engineering

National Institute of Technology Srinagar

Course Title | Deep Learning Semester M.Tech

Department | Computer Science & Course Code | CST845
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. Able to introduction deep learning and application of modern neurabrietw

2. Understand the Deep learning algorithms & extract layered representations of data

3. Analysis Deep neural network to represent image pixels first with edges.

4. Deep learning is behind many recent advances in Al.

Course Outcomes

Upon completion of the course, the students should be able to:
CO1. Exposed to basics of neural network models & algorithms for deep neural netwq
CO2. Characterize of optimization algorithms and dimear activation functions.

COa3. Learn various initialization methods and regularizatezhniques.
CO4. Build convolutional networks and use them to classify images.

Course Outline / Content

Unit

Topics

Week

1.

Introduction to Neural Networks: 6 elements of machin
learning/deep learning Data, task, model, loss functio
learning algorithmevaluation. MP Neuron, Perceptron, Sigm
Neuron, Gradient Descent, Feedforward Neural networks,
propagation algorithm. Loss functions: Squared Error loss, (
Entropy.

Optimization algorithms and activation functions: Gradient
Descent (GD , Momentum based GD,
GD, stochastic GD, midbatch GD, Adagrad, RMSProp, Ada
Epochs, Learning rate. Activation functions: sigmoid, Re
tanh.

Initialization techniques and regularization: Initialization
techniques: Xavier rad He initialization. Analyzing the
behaviour of the simple and complex models, Bias and Varig
Overfitting in deep neural networks, Hyper parameter tuning
regularization, data augmentation and early stopping.

Convolutional Neural Networks (CNN): Convolution operatior
(1D/2D), 2D convolution with 3D filter, Padding and Stri
Convolution operation related to Neural Network, Spq
Connectivity and Weight Sharing, Max Pooling and N
Linearities, Training CNNs. CNN architectures: AlexNet, ZEN
VGGNet, GoogleNet, ResNet. Batch Normalization, Dropou

Recurrent Neural Networks (RNN). Sequence Learnin
problems, Intuition behind RNN, sequence classificat
sequence labelling, Model, Loss function, Learning algorit

Evaluation. Vanishig and Exploding gradient. LSTMs al
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| GRUs, Encoder Decoder models, Attention mechanism. |

Text Books

1. Bengio, Yoshua, lan J. Goodfellow, and Aaron Courville. "Deep learning.
MIT Press book in preparation. (2015)

2. | Bengio, Yoshua. "Learning deepchitectures for Al." Foundations and trends
Machine Learning 2.1 (2009): 1127.

References

1. | Hochreiter, Sepp, and Jargen Schmidhuber. "Long $&ort memory." Neura
computation 9.8 (1997): 17351780.

2. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Systems for Data Analytics Semester M.Tech

Department | Computer Science & Course Code | CST846
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

To understand the concept of Big Data.

Able to use the information, both structured and unstructured for Analysis.

To understand the volume, variety and velocity of information that forms Big Data.
Hadoop ishe core platform for structuring Big Data.

PwpnPE

Course Outcomes

Upon completion of the course, the students should be able to:
CO1. To explore the fundamental concepts of data analytics.
CO2. To learn to analyse the big data using intelligent techniques
CO3. To learn to usearious techniques for mining data stream.
CO4. Able to implement big data for Medical problems.

Course Outline / Content

Unit Topics Week

1. | Introduction to big data: Introduction to Big Data Platform, Challeng 2
of Conventional Systems, Intelligent dataalysis, Nature of Dats
Analytic Processes and Tools, Analysis vs Reporting

2. | Mining data streams Introduction To Streams Concepts, Stream [ 3
Model and Architecture, Stream Computing, Sampling Data in a Sti
Filtering Streams, Counting Distinctldinents in a Stream, Estimati
Moments, Counting Oneness in a Window, Decaying Window, Real
Analytics Platform (RTAP) Applications, Case StudiesReal Time
Sentiment AnalysisStock Market Predictions.

3. | Hadoop: History of Hadoop- the Hadoop Disibuted File System 4
Components of Hadoop Analysing the Data with Hadd®dgaling Out,
Hadoop Streaming, Design of HDH&va interfaces to HDFS Basi
Developing a Map Reduce Application, How Map Reduce W
Anatomy of a Map Reduce Job run, Failudeb SchedulingShuffle and
SortT Task execution, Map Reduce Types and Formats, Map Ré
Features Hadoop environment.

4, Frameworks: Applications on Big Data Using Pig and Hive , D 3
processing operators in Pig, Hive services, HiveQL, Querying Da
Hive, fundamentals of HBase and Zookeeper , IBM Infosphere
Insights and Streams.

5. Predictive Analytics- Simple linear regression, Multiple linel 3
regression, Interpretation 5 of regression coefficients. Visualizatig
Visual data analysis tenlgues interaction techniques Systems anc
applications.
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Text Books

1. |Mi chael Berthold, David J. Hand, 0
2. |Tom White AHadoop: The Definitive
References
1. |/Anand Raj ar aman and Jeffrey David Ul

2012.

2. | Chris Eaton, Dirk DeRoos, Tom Deutsch, George Lapis, Paul Zikopoulos,
AUnderstanding Big Data: Analytics
Dat ao, Mc Gr ang, BG12. | Publ i sh

3. | Refer latest relevant research papers.
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Department of Computer Science & Engineering

National Institute of Technology Srinagar
Course Title | Artificial Intelligence & Fuzzy | Semester M.Tech
Logic
Department | Computer Science & Course Code | CST847
Engineering
Credits 03 L T P
Course Type | Theory 3 0 0

Course Objectives

el

Ability to understand the modern view of Al
The major challenges facing Al and the complexity of typical problems within the field.
Able todevelop real live projects.

To understand the concepts of Expert System.

Course Outcomes

Upon completion of the course, the students should be able to:

CO1. Exhibits number of important Al techniques, searching techniques, knowledge represen

CO2. Understad the constraint management to Reakld problems.
CO3. Will be able to Competent to emulate the techniques presented.
CO4. To able to develop expert System.

Course Outline / Content

Unit

Topics

Week

1.

Introduction to Al: Philosophy of artificial intelligenc&€ourse structurg
and policies,History of Al, Proposing and evaluating Al applications.

2.

Search and Planning: Fundamental and advanced search techniques
Problem spaces and search, Heuristic search strategies, Search and
optimization (gradient descenfidversarial search, Planning, and
scheduling (A*, local search, suboptimal heuristic search, search in
AND/OR graphs),Constraint optimization.

Knowledge Representation and Reasoning: Logic and inference
Temporal reasoning, Knowledge representatiod reasoning through
propositional and firsbrder logic, modern game playing. Ontologies,
Bayesian reasoning,

Fuzzy Logic: Crisp set and Fuzzy set, Basic concepts of fuzzy sets,
membership functions. Basic operations on fuzzy sets, Properties of]
sets, Fuzzy relations. Propositional logic and Predicate logic, fuzzy If
Then rules, fuzzy mapping rules, and fuzzy implication functions

Neural Networks: Basic concepts of neural networks ,Neural network|
architectures, Learning methods, The architexbf a back propagation
network, Applications.

Applications in Machine learning: Supervised and Unsupervised met
machine learning, Supervised vs. unsupervised learning ,Regression
linear, logistic, ridge, Classificatiandecision trees,\&V, random forests
Reinforcement learning, Introduction to probabilistic graphical modelg
(Bayesian networks, Hidden Markov models, Conditional random fiel
Introduction to information systems (information retrieval, information

extraction).
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Text Books

1. |[Rich, E. and Knight, K., Al 20006f i ci al I
2. Ni |l sson, N . J ., AArti ficial I ntelligen
References
1. |Brat ko, | ., AProlog Pr ogr 4 EdnPeargon Edacatiord r

2001
2. | Refer latest relevant research papers.

NITSRI/M. Tech/Computer Science and Engineering/2023

Page |109



Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Machine Learning (ML) Semester M. Tech

Department | Computer Science & Course Code | CST848
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

PwpnPE

To developML solutions for various business problems

To expose fundamental elements in building ML solutions.
To build ML applicatios using real world data.

To characterize ML models for solving problems.

Course Outcomes

Upon completion of the course, the students should be able to:

CO1.
CO2.
COs.
COA4.

Acquire knowledge on machine learning skills.

Build and deploy ML applications using SVMs, Ensemblarbeng methods.
Apply the knowledge on biological neuron using artificial neural networks.
Predict a realalued output based on an input value using linear regression.

Course Outline / Content

Unit

Topics Week

1.

Introduction to Machine Learning (ML) : Supervised, Sen
supervised, unsupervised machine learning, Types of dat 2
Introduction to classification. Decision treeglunt 6 s a
GINI index, ID3, C4.5, Tree pruning. KNN, Naive Bay
(Multinomial NB, Gaussian NB).

SVMs and Ensemble Learning: SVM 1 Linear classifier, 3
Margin of SVM, SVM parameter tuning, handling clg
imbalance in SVM. Ensemble Learninig Majority voting,
Bagging, Random forest, Boosting, Stacking. Gradient bog
machines (GBM).

Artificial Neural Networks (AN Ns). MP Neuron, Perceptrof 3
Sigmoid neuron, decision boundary for a single neuror
elements of MLi Data, task, model, loss function, learni
algorithm, evaluation. Feedforward Neural Networ
Backpropagation. Optimization algorithms: GD, Moment
basel GD, SGD, Minibatch GD.

Linear regression and Logistic RegressionLinear regression
regression task, regression vs. classification. Multiple i 3
regression. Ridge regularization, Lasso regularization, Elasti
regularization, evaluation rtrecs and practical considerations f
regression. Logistic regression: regression for classifica
decision boundary.

Clustering, Dimensionality Reduction and ML case studies 3
Clustering: kmeans, hierarchical agglomerative clusteri
applications of clustering, evaluation of cluster quality, ensen
methods for clustering. Dimensionality Reduction: PCA, LI
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| ML case studies. |

Text Books
1. | Bishop, C., Pattern Recognition and Machine Learning, Berlin: Sprvigeag,
2006.
2. | Tom Mitchell,Machine Learning, McGraw Hill, 1997.
References

1. | Hastie, Tibshirani, Friedman, The Elements of Statistical Learning, Springer,

2. | Sergios Theodoridis, Konstantinos Koutroumbas, Pattern Recognition, Aca
Press, 2009.

3. | Refer latest relevamesearch papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Data Visualization Semester M. Tech

Department | Computer Science & Course Code | CST849
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

e

To better understand data.
Able to analysis the data stories that clearly depict the points for making decisions
To make all through data graphics.

Able to make proper decision making ugibata Visualization.

Course Outcomes

By the end of this course, the student will be able to:

CO1. Experiment with and compare different visualization tools.
CO2. Identify appropriate data visualization techniques.

CO3. Analyse, critique, and revise data visualizations

CO4. Make the student to understand the depth of Data Visulization.

Course Outline / Content

Unit

Topics

Week

1.

Overview of Data Visualization: Why Visualize Data? Introduction tg
SVG and CSS, Introduction to JavaScript, Introduction to VizHub,
Making a Face with D3.js.

The Shapes of Data: Input for Visualization: Data and Tasks, Loadi
and Parsing Data with D3.js

Marks and Channels: Encoding Data with Marks and Channels,
Rendering Marks and Channels with D3.js and SVG. , Introduction {
D3 Sales, Creating a Scatter Plot with D3.js

Common Visualization Idioms Reusable Dynamic Components usil
the General Update Pattern: Reusable Scatter Plot, Common
Visualization Idioms with D3.js, Bar Chart, Vertical & Horizontal, Pig
Chart and CoxcombBlot, Line Chart, Area Chart

Visualization of Spatial Data, Networks, and Trees Making Maps,
Visualizing Trees and Networks, Using Color and Size in Visualizati
Encoding Data using Color, Encoding Data using Size, Stacked &
Grouped Bar Char&tacked Area Chart & Streamgraph, Line Chart v
Multiple Lines

Text Books

=

Visualization Analysis & Design by Tamara Munzner (2014).

Fundamentals of Data Visualization: A Primer on Making Informative and

Compelling Figures, Claus O Wilke, SI@'Reilly.

References

Anand Rajaraman and Jeffrey David

2012.

Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Ethics for data science Semester M. Tech

Department Computer Science & Course Code | CST850
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

PwpnPE

To provide strong foundation for data science

Able to develop application area reldtto data Science.

To understand the core concepts and emerging technologies in data science.
Able to implement the concepts for developing projects.

Course Outcomes

By the end of this course, the student will be able to:
CO1. Understand the fundamental cepts of data science.
CO2. Evaluate the data analysis techniques for applications handling large data.

COs.

CO4. Understand the ethical practices of data science.

Demonstrate the various machine learning algorithms used in data science procg

Course Outline / Content

Unit Topics Week

1. INTRODUCTION TO DATA SCIENCE: Definition i Big Data and
Data Science Hypé Why data sciencé Getting Past the Hypé The
Current Landscape

3

2. Data Science EthicsNeed of Ethics in Data sciencklistory, Concepl 3
of Informed Consen Data Ownership, Privacy ,Anonymity ,Da
Validity, Algorithmic FairnessSocietal ConsequenceSpde of Ethics

3. ETHICS AND RECENT TRENDS: Doing good data scienéeOwners| 4
of the data- Valuing different aspects of privacy Getting informed
consent The Five C§ Diversityi Inclusioni Future Trends

4. Data Scientist - Data Science Process OvervidwDefining goalst 3
Retrieving data Data preparatioin Data exploratiori Data modeling
Presentation

5. Big Data: Overview. Characteristics, chethges and applications. 2

Text Books

1. Et hics and Data Science, D J Patil
1% edition, 2018

2. Data Science from Scratch: First P

1% edition, 2015

References

l1.|AnandRaj ar aman and Jeffrey David Ul

2012.

2. | Chris Eaton, Dirk DeRoos, Tom Deutsch, George Lapis, Paul Zikopg
AUnder standing Big Dat a: Anal yti cs

Dat ao, Mc Gr a g, B012. | Publ i shin

3. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Data Warehousing Semester M. Tech

Department | Computer Science & Course Code | CST851
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

To understand the corporate decision making system.

To provide comprehensive analysis of the organization.

To facilitate type of analysis, data warehouses from several sources.

This course will inolve an indepth study of various concepts of tools like OLAP.

PwpnPE

Course Outcomes

By the end of this course, the student will be able to:

CO1. Understand the importance of data warehouse and the business intelligence.
CO2. Understand schema designs, informationvéeyi techniques and architectures.
CO3. Understand processes, management for building data warehouse.

CO4. Understand evolution of data warehouse with the presence of big data.

Course Outline / Content

Unit Topics Week

1. | Introduction to Database Warehousing, D#varehouse definitions, 3
Business need for Data Warehouse, Comparison of Data Waref
with other business software,

2. | Data Warehouse Architecture, Concepts of software architecture,| 2
architectural components, Data Mart vs DW vs ODS, DW architect
types, l nmandés DW 2.0 architect

3. | Data Warehouse Design, Dimensional Modeling, Star, Snowflake,| 3
flake schemas, Design steps, Extraction, Transformation, Load,
overview, Data Extraction, Data Transformation, Data Loading

4. | OLAP & Multidimensional Analysis, Limitations of spreadsheets a 3
SQL, Features and functions, ROLAP, MOLAP, and HOLA
Multidimensional databases

5. | Query performance enhancement techniques, Aggregati 4
Partitioning, View materialization, Indexing technég) Metadata, Role
of metadata in DW, Types of metadata, Metadata management,
infrastructure, Capacity Planning, Security for DW, Hardware for DV|

Text Books
1. |[Ponniah P, fAData Warehousing Fund
2. Ki mbal | Dt aAnWheehouse Tool kit o, 3«
References

1. |[Anahory S, & Dennis M, AData War e
Education, 2008

2. Ki mball R, Reeves L, Ross M, & Th
Lifecycle Tool kito, John Wiley, 2

3. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Information Retrieval | Semester M.Tech

Department Computer Science & | Course Code CST852
Engineering

Credits 03 L T P

Course Type Theory 3 0 0

Course Objectives

PwpnPE

To enhancehebasicconceptsn informationretrieval techniquesf multimodalbasedsS.
To understandhe underlined,problemselatedto IR.

Tobuild the necessargxperiencedo design,andimplementieal applicationsusingIR.
Able to provide to solve real application using IR System.

Course Outcomes

By the end of this course, the student will be able to:

CO1. Students will get an insight into the components, organization and basics of IRS.

CO2. Will acquire knowledge about the different types of IR models like Bool
Dictionaries

CO3. Will understand the issues and solutions on Cross Lingual IR systems.

COA4.

Will get the knowledge about Multimedia IR systems.

Course Outline / Content

Unit Topics Week

1. | Introductian to Information Retrieval, Basic Search Model, Basic Informa 3
Retrieval Concepts, Boolean Retrieval, Dictionaries and Tolerant Retr
Index Construction and Compression.

2. | Vector Space Model, Scoring, Term Weighting, The Vector Space Mode| 3
Swring.

3. | Cross Lingual Retrieval, Language Problems in IR, Translation Approachty 3
for CLIR, Handling many Languages, Using manually constructed Transl
systems and resources for CLIR.

4. | Recommender Systems, Collaborative recommendation, Context bas 2
recommendation, Other type & hybrid recommendation.

5. | Multimedia Information Retrieval, Basic Multimedia search technologies,| 4
Content based retrieval, Image and Audio data challenges, Multimedia IF
ResearchWeb Search, Web Search Basics, Web Crandad Indexes, Link
Analysis: The web as a graph, Go

Text Books

1. | C. D. Manning, P. Raghavan and H. Schutze. Introduction to Information Retriev
Cambridge University Press, 2008

2. | Modern Information Retrieval, Ricardo BaeYates anderthier RibeireNeto,
AddisonWesley, 2000

References

1. | Search Engines: Information Retrieval in Practice by Bruce Croft, Donald Metzle
Trevor Strohman, AddiseWesley, 2009

2. | CrossLanguage Information Retrieval by By Jidiin Nie Morgan & Claypol
Publisher series 2010.

3. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Topics in Data Semester M. Tech
Processing

Department | Computer Science & Eyineering | Course Code | CST853

Credits 3 L T P

Course Type | Theory 3 0 0

Course Objectives

Provide insight into methods and tools for analysis and processing of the data.
To understand the basic concepts of Data science, Classification and clustemsg.prq
Ability to analyse the data and carry out superviseesupervised Learning processes
Ability to do regression, correlation and knowledge discovery of the data.

el

Course Outcomes

By the end of this course, the student will be able to:

CO1. To understanthe basic terms in the area of IS development and management.

CO2. Explain methods of data analysis in a company, define business.

CO3. Describes the data warehouse Process and Technology including the ET
Metadata

CO4. CO-Extract knowledge using data mining teafues, its functionalities.

Course Outline / Content

Unit Topics Week

1. | Introduction: Data processing , methods of data processing, compd
Introduction and Data Psgrocessing. WhyData Mining?,Data
Preprocessing: Why Preprocess the dataData claning i Data 1
Integration i Data Transformationi Data Reductioni Data
Discretization What is OLAP and OLTP system Advantages of OLAF
and OLTP systenv What is Data ware house What are the ke
elements of data ware housaVhat is fact table and dimsion tables .

2. | Mining Frequent Patterns, Associations, and Correlations: Basic Cofr
and Methods Basic Concepts, Frequent Itemset Mining Methods, V
Patterns Are Interesting? Pattern Evaluation Methods , Advanc
Pattern Mining: Pattern Mingn A Road Map, Pattern Mining i 2
Multilevel, Multidimensional Space, ConstraiBased Frequent Patte
Mining, Mining High-Dimensional Data and Colossal Patterns, Min
Compressed or Approximate Patterns

3. | Basic Concepts, Decision Tree InductiorgyBs Classification Method
Rule-Based Classification, Model Evaluation and Selection, Techniqu
Improve Classification Accuracy, Support Vector Machines, | 3
Learners (or Learning from Your Neighbors)

4. | Cluster Analysis : Basic Concept and Keds Cluster Analysis
Partitioning Methods, Hierarchical Methods, Dendgsed Methods
Grid-Based Methods, Evaluation of Clustering, Clustering H| 4
Dimensional Data, Clustering Graph and Network Data

5. | Data Mining Trends and Research Frontiersilty Complex Data Types
Other Methodologies of Data, Mining, Data Mining Applications, O 5
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| Mining and Society, Data Mining Trends. |
Textbooks
1. (Ji awel Han and Mi chel ine Kamber
Third Edition, Morgan Kaufmanr2011.

2. |K.P. Soman, Shyam Diwakar and V. A

Practiceo, Easter Economy Edition,
References
1. Vipin Kumar, PangNing Tan, Michael Steinbach, Introduction to Data Mining,
2. | AddisonWesley, 2006. 2. G Dong, J Pei, Sequence Data Mining, Springer, 2(

3. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Software Project Management Semester M. Tech
Department Computer Science & Engineering| Course Code CST854
Credits 03 L T P
Course Type Theory 3 0 0

Course Objectives

e

To understand the Software Project Planning and Evaluation techniques.
To plan and manag®ojects at each stage of the software development life cycle (SD
To manage software projects and control software deliverables.
To develop skills to manage the various phases involved in project management.

Course Outcomes

By the end of this courséhe student will be able to:

CO1. Understand Project Management principles while developing software.
CO2. Gain extensive knowledge about the basic project management concepts, frame
CO3. Obtain adequate knowledge about software process models.
CO4. Estimate the riskewvolved in various project activities.

Course Outline / Content

Unit

Topics

Week

1.

Project evaluation and project planning: Importance of Software Project
Management ActivitiesT Methodologieg Categorization of Software
Projects’ Setting objectiesi Management PrinciplésManagement
Controli Project portfolio ManagemeintCostbenefit evaluation
technologyi Risk evaluatiori Strategic program ManageménStepwise
Project Planning.

Project life cycle and effort estimation: Software pssand Process
Modelsi Choice of Process modélRapid Application developmeiit
Agile methodd Dynamic System Development MethbdExtreme
Programming Managing interactive processie8asics of Software
estimationi Effort and Cost estimation techniggi COSMIC Full function
pointsi COCOMO IIT a Parametric Productivity Model.

Activity planning and risk management: Objectives of Activity planiiing
Project schedulesActivitiesT Sequencing and schedulingNetwork
Planning model$ FormulatingNetwork Modeli Forward Pass &
Backward Pass technique<£ritical path (CRM) method Risk
identificationi Assessmerit Risk Planning Risk Managemeriti PERT
techniqueé Monte Carlo simulatiofi Resource Allocatioii Creation of
critical paths Costschedules.

Project management and control: Framework for Management and don
Collection of data Visualizing progress Cost monitoring Earned Value
Analysisi Prioritizing Monitoringi Project tracking Change contral
Software Configuratin Managemerit Managing contracts Contract
Management.

Staffing in software projectdlanaging peoplé Organizational behaviour

3
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Best methods of staff selectiorMotivationi The Oldhami Hack man job
characteristic modél Stresg Health andSafetyi Ethical and Professional
concerng Working in team$ Decision making Organizational structures
i Dispersed and Virtual teaniSCommunications genrésCommunication
plansi Leadership.

Text Books
1. | Bob Hughes, Mike Cotterell and Rajib M&boftware Project ManagemeinFifth
Edition, Tata McGraw Hill, New Delhi, 2012.
References
1. |RobertK.Wysocki Ef f ecti ve Sof t wa ri 8ilel Publicaton,t
2011.
2. |[Wal ker Royce: "Sof t wAddison\Weasley} 1898t Ma n
3. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Java and Android Semester M. Tech
Programming

Department | Computer Science & Engineerin¢ Course Code CST855

Credits 03 L T

o

Course Type | Theory 3 0

Course Objectives

Build Android apps from scratch using Android Studio and Java Programming.
To develop apps to Google Play and reach Millions of Android users.

To enhance the concept of Android.

To develops apps for android mobile .

PwpnPE

Course Outcomes

By the end of this course, the studeit be able to:

CO1. Use the Java programming language to build Android apps.

CO2. Use the development tools in the Android development environment.
CO3. Describe the life cycles of Activities, Applications and Fragments.
CO4. Package and prepare their apps for distributiothe Google Play Store.

Course Outline / Content

Unit Topics Week

1. | Collections: Collection Interfaces, Concrete Collections, The Collect
Framework,

Multithreading : Creating thread and running it, Multiple Thread acting 3
on single object, Synchronization, Thread communication, Thread gr
Thread priorities, Daemon Thread, Life Cycle of Thread.

2. | Networking: InternetAddressing,
InetAddressFactoryMethods,Instance Methods, TCP/IP Client Sockets
URL, URL Connection, TCP/IBerver Sockets, Datagrams, Enterprise | 3
Bean: Preparing a Class to be a JavaBean, Creating a JavaBean, J:
Properties, Types of beanSfateful Session bean, Stateless Session |
Entity bean.

3. | Java DatabaseConnectivity (JDBC):
MergingData from Multiple Tables: Joining, Manipulating Databases wit
JDBC, Prepared Statements, Transaction Processing, Stored Procedurg
Servlets: Servlet Overview and Architecture, Interface Servlet and the 3
ServletLife Cycle,Handling,HTTP get Requests,Handling HTTP post R
equests, Redirecting Requeststo Other Resources, Session Tracking
Cookies, Session Tracking with HttpSession.

4. | Introduction Smart Phone Application Development. Android Architeci
User Interface Archécture, Activities and Intents, Threads, Servi
Receivers and Alerts, User Interface layouts, user interface eveni 3
Widgets, Notification and Toast, Menus, Dialogs, Lists, Locations and M

5. | Hardware interfac€amera, Sensors, Telephony,u@ooth, Near Fielc
communication, Working with Data Storage, Using Google maps, Anim
and Content Providers. Network Communication, Services, Publishingl 3

App.
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Text Books

1. | Core and Advanced Java, Black BodlteaMTech Press

2. | Java SES8 for Programmers (3rd Edition) (Deitel Developer SéryeBaul Deitel
and HarveyDeitel

References

l.'/A"Advanced Java 2 Platform HOW TO PRC(
Santryi Prentice Hall

2./AiBeginning JavaE EE 6 Platform with
Antonio Goncalveis Apress publication

3. | Referlatest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Unix and Shell Programming | Semester M. Tech

Department | Computer Science & Course Code | CST856
Engineeing

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

PwpnPE

Understand the history, origin, features and architecture of UNIX Operating Syste¢
Learn basic commands to interact with UNIX System.
Understand UNIX file system.

Learn shell scripting.

Course Outcomes

By the end of this course, the student will be able to:

CO1.
CO2.
COs.
COA4.

Understand the architecture, networking and basic commands of UNIX.

Apply various file processing commands used in UNIX.
Apply Regular expression to perform matt matchingusing utilities.
Apply various shell scripts for simple applications.

Course Outline / Content

Unit

Topics

Week

1.

Introduction to Unix: Architecture of Unix, Features of Unix , Basi
Unix Commandg Unix Utilities:- Introduction to unix fie system, vi
editor, file handling utilities, security by file permissions, proce
utilities, disk utilities, networking commandsText processing utilities
and backup

Introduction to Shellstnix Session, Standard Streams, Redirecti
Pipes, tee @mmand, Command Execution, Commdnde Editing,
Quotes, Command Substitution, Job Control, Aliases, Variab
Predefined Variables, Options, Shell/Environment Customizat
Regular expressions, Filters and Pipes, Concatenating files, Dis
Beginning ad End of files, Cut and Paste, Sorting, Translati
Characters, Files with Duplicate Lines, Count characters, words or |
Comparing Files.

grep:Operation, grep Family, Searching for File Content.-Sslipts,
Operation, Addresses, commands, Aqggtions, grep and sed. awk:
Execution, Fields and Records, Scripts, Operations, Patterns, Action
Associative Arrays, String Functions, Mathematical Functions, User
Defined Functions, Using System commands in awk, Applications of
awk, grep and sed.

Interactive Korn Shell :

Korn Shell Features, Two Special Files, Variables, Output, Input, EXi
Status of a Command, eval Command, Environmental Variables,
Options, Startup Scripts, Command History, Command Execution
Process

Korn Shell Programming :

3
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Bagc Script concepts, Expressions, Decisions: Making Selections,
Repetition, special Parameters and Variables, changing Positional
Parameters, Argument Validation,Debugging Scripts, Script Example

Text Books

=

Unix and shell Programming Behrouz A. ForanzRichard F. Gilberg.Thomson

2.| Your Unix the ultimate guide, Sumitabha Das, TMH. 2nd Edition

References

1.| Unix for programmers and users, 3rd edition, Graham Glass, King Ables, Pea
Education.

N

Unix programming environment, Kernighan and Pike, PIRkarson Education

3.| Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Advanced Programming in Javi Semester M. Tech

Department Computer Science & Course Code | CST857
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

PwpnPE

This module aims to introduce the students of advanced programming and practice.
It focuses on (GUI), multithreading, networking, and bate manipulation.
To develop the real live projects in Java.

Enhance the concept of Applets in developing web page.

Course Outcomes

By the end of this course, the student will be able to:

CO1. Understand some advanced programming concepts.
CO2. To develop larg@rograms using applets.

CO3. Be able to write sophisticated Java applications.

CO4. Compose more complex programs from simpler parts.

Course Outline / Content

Unit Topics Week
1. Introduction to Java: Overview, Challenges, Applications, 3
2. Java Applets; the JavaDevelopment Kit (JDK) Life Cycle 3

Applications, Pros and cons in web Development.
3. Exception Handling, Multithreading, Graphical User Interface (GU 3
4. Java Network Programming: Protocols, IP, TCP, URL; Javi 3
Package.
5. URL class, URL Connectio class; InetAddress class, Socket cl; 3
Client Server Programming, database manipulation in Java.
Text Books/
1. Core Java 2 Volume-Eundamental, Cay Horstmann and Gary Cornel,Sun
Microsystems Press a Prentice Hall Title, 2001.
References
1. | Java:The Complete Reference, Seventh Edition by Herbert Schildt.
2. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Logic Programming Semester M. Tech

Department | Computer Science & Course Code | CST858
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

. To introduce a number of logical systems of importance in computer science.

1
2. Deep insight familiar with a logic for reasoning abseguential programs.
3. Provide the concept to write programs in a logic programming language.
4

. To understand the tegpown and the bottom up operational semantics of logic progral

Course Outcomes

By the end of this course, the student will be able to:

CO1.
CO2.
COs.

Able to conversant with the syntax and semantics of propositional and predicate
May be familiar with applications of predicate logic in knowlethgesed systems.
To write specifications in predicate logic expressing state constraints.

CO4. Understand the nain of formal proof, and be able to construct simple proofs
Course Outline / Content
Unit Topics Week

1. | Propositional logic: syntax andsemantics,natural deductiorproofs, 3
decisionprocedures, Horfragmen.

2. | Predicate Calculus syntax andsemantics, atural deduction proofs 3
undecidability and incompleteness.

3. | Logic Programming: Horn fragment of predicate logic, unification & 3
top-down operational semantics, use of a logic programming lang
Datalog and bottom up operational semantics.

4. | Reaning about sequential programs:partial correctness assertiof 3
computing weakest precondition, loop invariants, reasoning &
termination.

5. | Fundamental conceptsrelations, rules, unification, recursion. Relat 3
between logic and logic programmingemantics, soundness a
completeness. Programming in a logic programming language, su
Prolog. Encoding of algorithms and data structures; solving s¢
problems and constraint problems.

Text Books/
1. | Logic in Computer Science, Modelling and BReaing about Systems, M.R. Huth
and M.D. Ryan, Cambridge University Press 2000.
References
1. Programming Logic and Design: Comprehensive by Joyce Ferrall.
2. Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Special Topics in Programming Semester M. Tech

Department | Computer Science & Course Code | CST859
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. Object oriented programmin@ucepts using C++ programming language.
2. Understanding Parallelism with GPUs. CUDA Architecture.

3. Developing applications for processors with parallel computing resources.
4

. Atomic operations. Using single and multiple Streams. Performance measuring.

Course Outcomes

By the end of this course, the student will be able to:

CO1.
CO2.
COs.
COA4.

To design and describe precise, unambiguous instructions to solve a problem.
Enable to develop programs that solve complex problems by decomposition.
Learn independently about new programgalanguage features and libraries

Solve basic problems in scientific computing using the concept of cloud.

Course Outline / Content

Unit

Topics

Week

1.

General Information about the course Introduction to C++ Scop
resolution operator Reference vated)y const member functions Sta
members Constructor initializer, Default function arguments

2

Programming paradigms:Dynamic memory, Destructor, Membeise
copy, Copy constructor, Friend functions, friend classes Opeg
overloading, normember opetar overloads Friend operator overloa
member operator overloads The this operator, Prefix and postfix notg
Inheritance, Single inheritance, Layered classes Derived class constr
destructors, Visibilities Multiple Inheritance, Ambiguity restabn, Virtual
base classes Inheritance hierarchy and pointers Runtime polymoryj
Abstract base classes.

Introduction to parallel and distributed computing: Introduction to basic
CUDA concepts and the tools needed to build and debug C
applicatiors, Difference between host code and device code, Tk
cooperation, execution of different threads.

Cloud Simulators: CloudSim and GreenCloud Introduction to Simula
understanding CloudSim simulator, CloudSim Architecture(User code,
CloudSim, Gricdim, SimJava) Understanding Working platform
CloudSim, Introduction to GreenCloud.

Introduction to VMW Simulator: Basics of VMWare, advantages
VMware virtualization, using Vmware workstation, creating virtual

machinesunderstanding virtual maaies, create a new virtual machine
local host, cloning virtual machines, virtualize a physical machine, ste
and stopping a virtual machine.

Text Books/
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1.| CUDA By Example, Jason Sanders & Edward Kandrot, Addid@sley.

2.| C++ How to Program, Dest & Deitel, Pearson Education.

References

1.| Cloud Computing (Principles and Paradigms), Edited by Rajkumar Buyya, Jam
Broberg, Andrzej Goscinski, John Wiley & Sons, Inc. 2011.

2.| Cloud computing a practical approacAnthony T.Velte , Toby J. Velte Pert
Elsenpeter, TATA McGrawHill , New Delhii 2010.

3.| Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Special Topics in Stware Semester M.Tech
Engineering

Department | Computer Science & Course Code | CST860
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

el

Study the state of the art of research challenges of selected topics in software engi
Introduce various approaches and methodologies used in different phases of SDL(
To enhance the concepts of software construction, software maintenance
Prepare students to independently solve the latest research problem.

Course Outcomes

By the end of tIs course, the student will be able to:

COL1.
COz2.
CO3.
COA4.

Enhanced their concept in Software development projects.
Discuss and argue about current topics in software engineering.
Demonstrate their ability to solve real life project.

Independently conduct research in impéation of software engineering.

Course Outline / Content

Unit

Topics

Week

1.

Software Engineering: Introduction to software life cycle models. Forn
specification and validation. Techniques for software design and te
Cost estimation models. Issue software quality assurance and softw
maintenance.

Formal Methods in software engineering: Integer functions: floors
ceiling, mod. Number Theory: Divisibility and Primes, Stirling numb
Eulerian numbers, Harmonic numbers, Bernoulli numbedfionacci
numbers Generating Functions: Solving recurrences, Special gene
functions, Convolutions, Exponential generating functions. Probability.

Stochastic processesClassification, Bernoulli processes, Markov Cha
and Markov processes(birtand death process etc.), queuing mog
Calculating programs from specifications; Review and Introduction
notation: Propositional and Predicate Logic, Equality, Sets, Relai
Functions, Groups, Sequences; Predicates and Programming: Spensic
pre-conditions, postconditions and the Hoare Triple, Weakest precondit

Proofs about Programs: Proof of correctness of assignment stateme
proof of conditional expressions, Proof of loop expresstoimyariant of a
loop; Calculating Prograsmfrom Specifications: calculating expressions
assignments, calculating Conditionals, calculating Loops;

Schemas: Structuring and Composing Descriptions, Schema Operg
Promotion, Preconditions on Schemas; Implementation: Refinel
Refinement wh Schemas, Refinement Calculus; Objects, Clas
Inheritance: Objeet Z and Object Oriented Specifications, Forw
declaration, recursion, Contrast Z with Obj&ctCase Studies.

Text Books
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=

Rajib Mall, Fundamentals of Software Engineering, Prertiall India

2.| Pankaj Jalote, An integrated approach to Software Engineering, Springer/Naros

References

=

Roger S. Pressman, Software Engineering: A practitioner's approach, McGraw

n

lan Sommerville, Software Engineering, Addisdfesley.

3.| Refer htest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Advanced Internet Technologig Semester M. Tech

Department Computer Science & Course Code | CST861
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1.
2

This course focuses on building interactive web sites and web applications.
. This course aims that student should learn creating interactive web applications

PHP.
3. Enable student to understand the concept of Ajax.

4. To analyze and develop static interactive web pages using HTML, CSS and XML.

Course Outcomes

By the end of this course, the student will be able to:

COL1.
COz2.
CO3.
COA4.

Apply the knowledge of the internet and PHR@epts in developing applications.

Use a serveside scripting language, PHP.
Use advanced topics in HTML5, JavaScript.
Understand the major areas and challenges of web programming.

Course Outline / Content

Unit

Topics

Week

1.

HTML5 Basics of HTML5i Introduction, features, form new elements
attributes in HTMLS5, Introduction to Scalable Vector Graphics (S
Angular JS: Introduction, MVC architecture (Model, Controller), Directi
Filters

XML Concept of XML, features of XML , Writing XML elenmgs,
attributes etc, XML with CSS, programs on it, XML with DSO, program
it, XML Namespace, XML DTD, programs on it, XML schemas, writ
simple sheet using XSLT, SAX Parser, DOM Parser ,Introduction to S
Examples on XML

JQuery Introductionto jQuery, Syntax Overview , Anatomy of a jQuery
Script, Creating first jQuery script ,Traversing the DOM, Selecting Elen
with jQuery, Refining & Filtering Selections, Selecting Form Elements ,
Working with Selections Chaining, Getters & Setters ,SSStyling, &
Dimensions ,Manipulating Element§&etting and Setting Information abo
Elements, Moving, Copying, and Removing Elements, Creating New
Elements ,Manipulating Attributes, Utility Methods ,Even€onnecting
Event to Elements, Namespacingeats, Event handling, Triggering Even
handlers, Event Delegation ,JQuery Effédigle/show, fade, slide, animat
callback, stop.

AJAX Introduction to AJAX , Overview , Challenges, applications, jQue
AJAX related methods, Ajax and Forms ,Afaxents.

PHP Obtaining, Installing and Configuring PHP , PHP and the Web S
Architecture, Model, Overview of PHP Capabilities, CGI vs. Shared O
Model, PHP and HTTP Environment Variables, PHP Language C

Variables, Constants andad Types, and Operators Decision Makin
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Flow Control and Loops ,Working with Arrays, Working with Strings
functions, Include and Require Statements ,File and Directory A
Operations, Error Handling and Reporting Considerations, Proce
HTML Form Input from the User, Introduction to Objexiented PHP
Classes & Constructors ,PHP with AJAX .

Text Books

=

Introducing HTML5- Bruce Lawson, Remy Sharp

2. | AngularJS- Brad Green, Shyam Seshadri

References

1. | Learning jQuery Jonathan Chédér, Karl Swedberg

N

Internet Technology at work Hofstetter fred, TMH.

3. | Refer latest relevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title | Advanced Compilation Semester M.Tech
Techniques.

Department | Computer Science & Course Code | CST862
Engineering

Credits 03 L T P

Course Type | Theory 3 0 0

Course Objectives

1. To provide understanding of the issues related to advanced compilation.

2. Able to design and implement translators, static analysis;diypeking and optimization

3. Implement variety of software tools in a complete advanced compilation
optimization

4. Able to understand concepts and foundations of compiler design.

CourseOutcomes

By the end of this course, the student will be able to:

CO1. Apply the knowledge of Lex tool & Yaac tool to develop a scanner & Parser.
CO2. Understand of the concepts and foundations of advanced compilation.
CO3. May be able to identify code optimization angiéal and syntactical errors.
CO4. The students can develop enhanced stdode applications.

Course Outline / Content

Unit Topics Week

1. | Compilers and translators; lexical and syntactic analysis;déogn and
bottom up parsing techniques; internal foahsource programs; seman| 4
analysis, symbol tables, error detection and recovery, code generatic
optimization. Type checking and static analysis. Static analysis formulal
fix point of simultaneous semantic equations. Data flow. Abs
interpretation. Correctness issues in code optimizations. Algorithms
implementation techniques for tyshecking, code generation a
optimization.

2. | Introduction to code optimization. Concept mapping as a knowlf 2
representation tool. Different kindsf language processors. Static g
dynamic issues. Features of adaptisoftware. Local and Global
optimization: Control flow graph and Basic blocks, DABased loca
optimization. Loop optimization

3. | Control flow analysis-Basic blocks and program ipts, deptHfirst 3
numbering, reducible graphs, single entry regions and loops. Code moy
optimization. Safety of code movement optimization. Strength reductior
loop test replacement.

4. | Introduction to data flow analysis. Available expressioi®P solution of 8 3
data flow problem. Data flow equaticrgsoundrobin iterative data flow
analysis. Lattice theoretic framework for data flow analysietermining
lattice top and bot values; initializations for iterative data flow analysis.

5. | Depthof a CFG and complexity of rounobin iterative data flow analysi
Worklist iterative data flow analysis. Revisdi®undedness, depth ofa CH 3
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and worklist iterative data flovanalysis. Introductiorio partial redundanc
elimination (PRE). Safety ofotle insertion. Computational optimality a
Lifetime optimality. Eliminability path and E_path_PRE data flow equatio

Text Books

1. | Compilers--Principles, Techniques, and To¢&econd edition), A. V. Aho, M. Lam,
R. Sethi, J. D. Ullman, Pearsonugdtion.

2. | Advanced Compiler Design & Implementati®@teven S Muchnick, Harcourt
Asia/Morgan Kaufmann, 1997.

References

1. | An Introduction to FORMAL LANGUAGES and AUTOMATA Fifth Edition PETE
LINZ by Davis JONES & BARTLETT LEARNING.

2. | Refer latestelevant research papers.
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Department of Computer Science & Engineering
National Institute of Technology Srinagar

Course Title Special topics in Theoretical | Semester M.Tech
Computer Science

Department Computer Sciete & Course Code | CST863
Engineering

Credits 3 L T [5)

Course Type Theory 3 0 0

Course Objectives

PwnE

To equip students with the deep concepts of Theoretical Computer Science.
To implement the foundations of computer science in solving real life problem.
To be aware of the N and NP Class Complexity.

To enhance their concept on Recursive functions.

CourseOutcomes

By the end of this course, the student will be able to:

CO1.
CO2.
COs.
COA4.

Determine roughly where a given problem lies in the complexity hierarchy.

Apply foundatioral and mathematical material to your own research
Design and conduct experiments for solving problem using probability.

Learn the new code optimization techniques to improve the performance of a prg

Course Outline / Content

Unit

Topics

Week

1.

Mathematical Logic Proof theory: Deductive systems, models, satisfiabi
validity. Soundness, consistency, and completeness. Model tf
isomorphisms, homomorphisms, and substructures. Godels completeng
incompleteness theorems. Models of aritim@ he Peano axioms.

3

Complexity theory The complexity classes: P, NP, coNP, and polyncn
time reductions (review). Completeness and complete problems. F
complexity classes, including PSPACE, EXPTIME, and their comj
problems. The polymial hierarchy. Classes inside P: logspaé
nondeterministic logspace, NC, RNC.-cBmplete problems. Logspac
reductions. Randomized computation and randomized complexity cl
Approximation algorithms and approximability.

Recursive function theoy and computability theory The Chomsky
hierarchy (review). Primitive recursive and recursive functions. Recursiv
recursively enumerable sets. The halting problem and other unso
problems. Reducibilities. The arithmetic and analytic hierarchies

Set theory Naive set theory: basic operations on sets (review). Axioms,
of inference, and deductive systems. Axioms of ZF set theory. Countab
uncountable sets. Diagonalization. The axiom of choice. Ordinals
cardinals. The recursion paiple. The Borel hierarchy. Newellfounded se
theory. Ceinduction.

Probability theory Events, probabilities, random variables and sample sf
(review). Axioms of probability. Conditional probability. Distributior
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| Markov chains. | 2

Text Books

=

A Basis for Theoretical Computer ScienceAnpib, M.A., Kfoury, A.J., Moll, R.N

2.| An Introduction to FORMAL LANGUAGES and AUTOMATA Fifth Edition
PETER LINZ by Davis JONES & BARTLETT LEARNING.

References

1. | Rewriting, Computation and Proof lyomon-Lundh, Hubert Kirchner,
Claude Kirchner, Helene.

2. | Refer latest relevant research papers.
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